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Abstract—Musical contextual factors can affect the users’ 
preferences for music greatly, so it is necessary to take the 
users’ current contextual factors into account when making 
music recommendations to the user. However, we face two 
critical challenges: how to get the users’ contextual 
information and how to integrate the contextual information 
into the recommender systems. In this paper, a method is 
proposed for extracting contextual factors using the word2vec 
algorithm which is concerned to context-aware information. 
The neural network model is used to obtain distributed 
representation of the music pieces. According to the learned 
distributed representation, the users’ long-term and the short-
term music preferences can be predicted. Then, a word 
embedding model is presented, which can incorporate the 
contextual information into the recommender system with the 
cosine similarity between the representations of tracks and the 
users. Finally, the most similar tracks are recommended to the 
target users. 

Keywords—Word2vec, music recommender system, word 
embedding, context-aware 

I. INTRODUCTION  
With the rapid development of the Internet and Web2.0 

technology, more and more people have to spend a lot of 
time to obtain what they are interested in. In order to solve 
the problem of information overload, the most popular 
solutions are classification directory and search engines. 
With the growing scale of the Internet, however, the 
categories are becoming more and more detailed, which 
make users impossible to get interested information quickly 
and accurately. Therefore, the solution of classified directory 
to overload information is not adapt to the development. For 
search engines, to some extent, users can still find the 
information if they have clear targets and keywords. 
Unfortunately, this method requires users to know key words, 
and sometimes it is difficult to continually modify keywords 
to find the desired content. Therefore, in the case that the 
classification catalogue and the search engine cannot meet 
the needs of the users, the recommender system of the 
personalized service comes into being. The core of the 
system is to establish the connection between the users and 
the items or information, then infer the users’ needs through 
their historical behaviors. Thus, the emergence of the 
recommender system greatly enhances the users’ Internet 
experience [3]. 

The research of the recommender system has been 
rapidly developed in the past ten years, and has been widely 
applied in practical systems as well as used in various fields. 

Such systems are applied for books, movies, hashtags or 
even friendship recommendations. For example, Amazon 
and Taobao, in e-commerce, have achieved a great success in 
recommender systems. In terms of the field of music, 
Youtube, Pandora and NetEase Cloud Music also make a 
great success. The utilization of the recommender systems 
not only improves the efficiency of the users’ work, but also 
brings economic benefits to companies.  

In this paper, we focus on the music recommender 
systems. Music listeners, faced with tens of thousands of 
music pieces, can easily be overwhelmed. Therefore, it is 
difficult for listeners to find their interested music. The 
traditional recommender algorithms, such as collaborative 
filtering, recommend items by analyzing users’ historical 
behavior, which have been proven useful. Most of the 
previous music recommendations rarely considered music 
contextual information. Listeners’ music preferences, 
however, are often influenced by various factors, such as the 
environment, the emotional state and the activity, etc. For 
example, when users are running, they tend to listen to the 
music with full of strength. When they are resting, they 
prefer to listen to soothing tracks. But there obviously exists 
a challenge on how to gather contextual information of the 
systems. According to Adomavicius et al.[1], there are three 
ways to obtain the contextual information: fully observable 
context, partially observable context, and unobservable 
context. The context of music recommender system usually 
belongs to partially observable or unobservable context. We 
don’t know listeners’ activities and current mood directly, 
which lead to great difficulty to extract the contextual 
information. In [5], the author proposed a method to get 
contextual information from the user’s short-term playlists. 
Because the tag in the playlist, such as ‘summer’, ‘hot’ and 
so on, can be clustered as contextual information.  

As we all know, users usually listen to different music 
pieces at different surroundings, different mood and 
activities. That is to say, users have different music 
preferences under different contexts. Thus, we can get a 
conclusion that the current playlist sequences of users can 
carry the contextual information, such as the users’ current 
emotions and the activities. As a result, the users’ current 
contexts can be extracted from the music sequences the users 
recently listen to. For example, in NetEase Cloud Music, 
users can choose the contextual music from different 
playlists which created with related labels tagged by other 
listeners. Thus, considering the users’ historical and current 
music records, we can infer users’ music preferences under 
current surroundings and then recommend proper music 
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pieces to their real-time requirements.  

In this paper, we propose a context-aware music 
recommender system which uses the method of Word2Vec 
to extract the contextual information [7][8][9][10] and infer 
the users’ contextual preferences from their listening records 
to improve the accuracy of the recommendation. Specifically 
speaking, the method can be divided into two steps. 

1) We propose a song embedding model---the word2vec. 
We can learn the music vector of each song. Then according 
to the songs’ vector, the average vectors which respectively 
represent the users’ general and current. 

2) A context-aware music recommendation method is 
proposed. Due to the approach, we can compute the most 
similar songs using the vectors we get in step1, and then 
recommend the proper songs to meet listeners’ requirements.  

The remainder of this paper is structured as follows. 
Sections 2 describes the details of context- aware music 
recommender systems. In section 3, we introduce the 
algorithm of word2vec and describe how to incorporate 
contextual information into music recommender systems. 
Finally, we generate the recommended songs to the users in 
section 4.  

II. CONTEXTUAL MUSIC RECOMMENDATION 
According to Markus Schedl et al., the music contextual 

information can be divided into two classes: environment-
related context, which consists of features that can easily get, 
such as time, location, weather, etc., and user-related context, 
which contains users’ current mood, activities, etc. In general, 
user-related contextual information can be derived from 
environment-related context [1][2].  

A. Environment-related Context 
As we all know, the user's surroundings, such as weather, 

temperature, time and other information can affect the user's 
current emotional state, and then influence the user’s music 
preferences. For example, users tend to listen to different 
types of music in sunny days and in cold days. Therefore, 
when recommending songs to users, it is necessary to take   
the contextual information into account. Environment-related 
contextual information can be divided into the following 
categories: location, time, weather, and other factors. The 
location factors can be zip code, geographic coordinates, etc. 
Ricci once labelled each song with related place of interest. 
And then when users toured to the place, the related songs 
could be recommended to them. Time information can refer 
to the time of day, and day of week, etc. In different periods, 
the user's listening habits can be different. Weather factors, 
such as temperature and humidity, can also affect a user's 
music preferences. Other factors contain traffic conditions, 
the levels of noise, etc. All factors can affect user's mood and 
music preferences. Marius Kaminskas[11] puts forward 
several dimensions in the contextual information, such as 
traffic conditions (free road, traffic jam), road type (highway, 
city, serpentine), landscape (coast line, country side, urban), 
weather (cloudy, snowing), etc. In different situations, the 
user marks a score for a given song to obtain the user's 
preference for music in the certain context. 

B. User-related Context Information 
Compared with the indirect influence of environmental 

factors on user music preferences, user-related factors such 
as mood can directly affect musical preferences. User-related 

contextual information includes the following categories: 
users’ activities, emotional state, social behavior and cultural 
context. Users’ activities such as running, walking, speed and 
heart rate can affect the user's music preferences. Netease 
Cloud Music introduces a running FM that recommends 
songs by calculating the user's pace. For the emotional state, 
users’ mood can directly affect their musical preferences. For 
example, the users tend to listen different types music when 
in a happy mood or a sad mood. Han et al.[12] proposed an 
emotion transition model to bridge between users’ emotional 
state and the music features. As to social behavior, if there 
are companions around, it is also necessary to consider the 
preferences of the companions. For example, the music 
recommendation of the cafe should consider the preferences 
of a group. Finally, the cultural background can also affect 
one’s musical habits. Compared with the environment-
related context, the user-related context is more difficult to 
obtain. It cannot be directly accessed by an external device 
such as mobile, but it can be inferred from the environment-
related context by some methods, such as machine learning. 

III. WORD2VEC ALGORITHM 
In today's explosive growth of network, text, voice, 

music and video contains a large amount of information, 
which can be mined by natural language processing. This 
technology is now also used in the recommender field. This 
method can be described as a neural network which is used 
to analyze the input   corpus. The neural model can extract 
every word in certain text and generate a vector that 
represents the word. That is what we need. Fortunately, the 
approach of word2vec can consider the contextual 
information of the certain word and encode the required 
word by taking the context words into account. Additionally, 
listening to music is a typical context-aware behavior. 
Therefore, the word2vec method can be applied to music 
recommender systems[4]. According to the foregoing, the 
users’ historical musical playlists contain contextual 
information. Similar songs may be listened to in a similar 
environment, and the currently listened songs are able to 
reflect the user's current emotional state. That is to say, the 
users’ conditions can be inferred by the playlists which they 
play at the moment. And then we can recommend music 
pieces to them under their current condition[5][6].  Next, we 
will further explain the word2vec algorithm.  

A. Word2Vec Algorithm  
Word2vec is a neural network model, which introduced 

by Google in 2013 to learn word embedding of natural 
language processing topics. The method mainly has two 
models: CBOW model and Skip-gram model. This paper 
focuses on CBOW model, which is a shallow neural network 
with a hidden layer only. We can predict the target word by 
entering it’s contextual information. The word vectors can 
capture many language rules based on the context in the text. 

The following step briefly introduces the word2vec 
algorithm. 
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Fig. 1. The model of CBOW 

The first layer on the left is the input layer, and we can 
enter some word vectors encoded with one-hot, as shown in 
Fig. 1. Suppose we set the number of sliding windows as 5, 
and the context word vectors in question are 
respectively  v(𝑤𝑤𝑡𝑡−2), v(𝑤𝑤𝑡𝑡−1), v(𝑤𝑤𝑡𝑡+1), v(𝑤𝑤𝑡𝑡+2) . The 
middle is a hidden layer, which is sum of the contextual 
word vectors and the output of the hidden layer is a vector, 
which can be expressed as  𝑋𝑋𝑤𝑤 = ∑ 𝑣𝑣(𝑤𝑤𝑡𝑡−𝑖𝑖)5

𝑖𝑖=1,𝑖𝑖<|𝑛𝑛| . Finally, 
the third layer is the output layer, which is a Huffman tree. 
Each leaf node represents a word vector, as well as all leaf 
nodes of the Huffman tree represent all words in the corpus. 
The Hoffman tree is constructed based on the word 
frequency of corpus words. The learning of the word2vec 
algorithm is to find the probability ofp(w|context(w)), so 
we use the maximum likelihood function to construct the 
objective function, which is represented as Equation (1). 

L = ∑ ∑ ��1 − 𝑑𝑑𝑗𝑗𝑤𝑤� ∙ log �𝜎𝜎�𝑋𝑋𝑤𝑤𝑇𝑇𝜃𝜃𝑗𝑗−1𝑤𝑤 �� + 𝑑𝑑𝑗𝑗𝑤𝑤 ∙𝑙𝑙
𝑗𝑗=2𝑤𝑤∈𝐶𝐶

                                       log �1 − 𝜎𝜎�𝑋𝑋𝑤𝑤𝑇𝑇𝜃𝜃𝑗𝑗−1𝑤𝑤 ���                         
(1) 

where 𝑑𝑑𝑗𝑗𝑤𝑤 is the jth node in the tree path, and 𝜃𝜃𝑗𝑗−1𝑤𝑤  is a 
vector of the (j-1)th non-leaf node. For the sake of 
convenience, we can rewrite Equation (1) as  L(w, j). 

L(w, j) = �1 − 𝑑𝑑𝑗𝑗𝑤𝑤� ∙ log �𝜎𝜎�𝑋𝑋𝑤𝑤𝑇𝑇𝜃𝜃𝑗𝑗−1𝑤𝑤 �� + 𝑑𝑑𝑗𝑗𝑤𝑤 ∙ log �1 −

                                                    𝜎𝜎�𝑋𝑋𝑤𝑤𝑇𝑇𝜃𝜃𝑗𝑗−1𝑤𝑤 ��                               
(2) 

Then we can optimize Equation (2) using the method of 
SGD. First of all, we take the partial derivative with respect 
to  𝜃𝜃𝑗𝑗−1𝑤𝑤 . 

∂L(w,j)
𝜕𝜕𝜃𝜃𝑗𝑗−1

𝑤𝑤 = �1 − 𝑑𝑑𝑗𝑗𝑤𝑤 − 𝜎𝜎�𝑋𝑋𝑤𝑤𝑇𝑇𝜃𝜃𝑗𝑗−1𝑤𝑤 ��𝑋𝑋𝑤𝑤                 (3) 

Next the update formula can be described as Equation (4). 

𝜃𝜃𝑗𝑗−1𝑤𝑤 = 𝜃𝜃𝑗𝑗−1𝑤𝑤 + 𝛽𝛽�1 − 𝑑𝑑𝑗𝑗𝑤𝑤 − 𝜎𝜎�𝑋𝑋𝑤𝑤𝑇𝑇𝜃𝜃𝑗𝑗−1𝑤𝑤 ��𝑋𝑋𝑤𝑤          (4) 

where 𝛽𝛽  is the learning rate. Similarly, we can get the 
updated formula of vector 𝑋𝑋𝑤𝑤 as Equation (5). 

v(w) = v(w) + β∑ ∂L(w,j)
𝜕𝜕𝑋𝑋𝑤𝑤

𝑙𝑙
𝑗𝑗=2                       (5) 

According to Equation (5), we can set an iteration 
number to get the optimal vector v(w).In the next section, 
we will introduce how to combine word representations with 
recommender systems. 

B. Incorporating Context in Music Recommender Systems  
Based on the algorithm of word2vec, we can learn the 

vectors of user’s long-term and current music preferences. 
Especially, the users’ current vectors contain contextual 
information. In this section, we introduce how to integrate 
the contextual information into the recommender systems. 
The method is divided into two parts: obtain the contextual 
music vectors, according to the users’ historical listening 
records and then recommend the most similar music pieces 
to users.   

Firstly, we need to create music vectors by using CBOW 
model in word2vec. To acquire the music vector, we build an 
objective function based on the sequences of playlists the 
user has listened to and then optimize this function to reach 
its maximum value. According to the introduction of the 
word2vec algorithm in the previous section, the objective 
function can be expressed as Equation (6). 

L = ∑ ∑ ∑ log𝑝𝑝(𝑚𝑚𝑖𝑖
𝑢𝑢|𝑚𝑚𝑖𝑖+𝑗𝑗

𝑢𝑢 )𝑗𝑗≤|𝑐𝑐|,𝑗𝑗≠0𝑚𝑚∈𝑀𝑀𝑢𝑢∈𝑈𝑈            (6) 

where c is the length of the context window, that is the 
contextual music sequences {𝑚𝑚𝑖𝑖−𝑐𝑐

𝑢𝑢 :𝑚𝑚𝑖𝑖+𝑐𝑐
𝑢𝑢 }. U is the user set 

which represent as  U = {𝑢𝑢1,𝑢𝑢2, … ,𝑢𝑢|𝑈𝑈−1|,𝑢𝑢|𝑈𝑈|}, and music 
set is defined as M = {𝑚𝑚1,𝑚𝑚2, … ,𝑚𝑚|𝑀𝑀−1|,𝑚𝑚|𝑀𝑀|}, where |𝑈𝑈| 
and |𝑀𝑀| describe respectively as the number of users and 
music pieces. For each user U, his/her historical music 
sequences can be described as 
𝐻𝐻𝑢𝑢 = {𝑚𝑚1

𝑢𝑢,𝑚𝑚2
𝑢𝑢, … ,𝑚𝑚|𝐻𝐻−1|

𝑢𝑢 ,𝑚𝑚|𝐻𝐻|
𝑢𝑢 } , which is sorted by the 

playing time. And 𝑝𝑝(𝑚𝑚𝑖𝑖
𝑢𝑢|𝑚𝑚𝑖𝑖+𝑗𝑗

𝑢𝑢 )  is the probability of the 
target songs 𝑚𝑚𝑖𝑖

𝑢𝑢, which is normalized by softmax function 
shown in Equation (7). 

𝑝𝑝�𝑚𝑚𝑖𝑖 
𝑢𝑢�𝑚𝑚𝑖𝑖+𝑗𝑗

𝑢𝑢 � =
exp (𝑣𝑣𝑚𝑚𝑖𝑖

𝑢𝑢
𝑇𝑇 ∙𝑣𝑣𝑚𝑚𝑖𝑖

𝑢𝑢
′ )

∑ exp (𝑣𝑣𝑚𝑚𝑖𝑖
𝑢𝑢

𝑇𝑇 ∙𝑣𝑣𝑚𝑚𝑖𝑖
𝑢𝑢

′ )𝑚𝑚∈𝑀𝑀
                   (7) 

where 𝑣𝑣𝑚𝑚𝑖𝑖
𝑢𝑢 represent all the music pieces of the user and 

𝑣𝑣𝑚𝑚𝑖𝑖
𝑢𝑢

′  is the vector of current music in question. Through the 
softmax function, we can obtain the music objective 
function by rewriting Equation (6). And then maximizing 
the function, we can obtain the music representations in 
space vector. 

The vector 𝑣𝑣𝑢𝑢  of a user’s long-term music preferences 
can be inferred from the historical playlist records, which is 
defined as Equation (8). 

𝑣𝑣𝑢𝑢 = 1
|𝐻𝐻𝑢𝑢|

∑ 𝑣𝑣𝑚𝑚𝑖𝑖
𝑢𝑢                                                         𝑚𝑚𝑖𝑖

𝑢𝑢∈𝐻𝐻𝑢𝑢 (8) 

For the vector 𝑣𝑣𝑐𝑐 of user’s current preference, it can be 
obtained from the average of the music vectors under the 
context windows. It can be described as Equation (9). 

𝑣𝑣𝑐𝑐 = 1
|𝑐𝑐|
∑ 𝑣𝑣𝑚𝑚𝑖𝑖

𝑢𝑢𝑚𝑚𝑖𝑖
𝑢𝑢∈𝑅𝑅                                       (9) 

where c is the length of the context window. 

Finally, a context-aware music recommender method is 
proposed by computing the similarity of the recommended 
music pieces and the user’s total and current music 
preferences. In this paper, cosine similarity is used   to 
compute the interests, whose formula can be defined as 
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Equation (10). 

sim =
cos�𝑣𝑣𝑢𝑢,𝑣𝑣𝑚𝑚𝑖𝑖

𝑢𝑢�+cos�𝑣𝑣𝑐𝑐,𝑣𝑣𝑚𝑚𝑖𝑖
𝑢𝑢�

2                          (10) 

Lastly, according to the similarity, we exactly 
recommend the most similar songs to the target user.  

IV. EXPERIENT 
In this paper, the dataset of last.fm is used to achieve the 

music recommendation. The dataset is composed of user, 
timestamp, artist, and track, and it contains 1000 users and 
more than 19 million songs. For the experiment, we selected 
part of the data for illustration. In the course of the 
experiment, we used 8 users and 200,000 songs as samples. 
Fig. 2 shows the numbers of tracks each of the 8 users 
listened to. 

 
Fig. 2. The statistics of last.fm data set 

In the experiment, we used python and genism, an NLP 
framework, to model the vectors of users and music pieces. 
For the entire dataset, firstly, we grouped it by the users, and 
then sorted the tracks of each user due to the timestamps. 
Then we built a word2vec model and applied it to the entire 
dataset, optimizing it with the SGD method to extract the 
word vector for each song. Fig. 3 shows the steps based on 
the word2vec recommendation. We extracted the word 
vectors of users and tracks, then compared the similarity, and 
finally generated the recommendation by ranking in reverse 
chronological order according to the similarity. 

 

 
Fig. 3. The experimental steps 

To obtain the tracks’ vectors, we built a model of 150-
dimensional music vector, selecting 5 adjacent tracks as the 
context, and ignoring the songs that had been played less 
than 3 times. Therefore, we set the model parameters as the 
num_features =150, min_word_count = 3, and context_size= 
5, and then learned the vector of each track with these 
parameters. Fig.4 showed that we randomly selected 10 
tracks and calculated the vector of each song (the first 2 
dimensions were selected in the 150-dimensional features).  

 
Fig. 4. The vector of 10 tracks 

Then, according to the playlists of each user, we acquired 
the vector of each user’s total music preference from his/her 
historical records. Fig. 5 shows the user’s representation. 

 
Fig. 5. The representation of users 

What’s more, to obtain the vector of user’s current music 
preference, we should take 5-10 tracks in order that the user 
currently listened to and computed his/her average 
representation as the user’s current vector. Finally, according 
to Equation (11), we recommended the most similar tracks to 
the target user. 

 
Fig. 6. Tracks recommended to the user_000001 and their similarity 

As shown in Fig. 6, six tracks were recommended to the 
user_000001 and the similarity of each song to the user were 
obtained according to the above algorithm. 

V. CONCLUSION 
This paper proposed a method of music recommendation, 

which can learn the music vector representations from users’ 
historical music listening records which contain contextual 
information. And then according to track vectors, we can 
infer the total and current music preferences which are 
represented by the vectors as well, then compare the 
similarity between the tracks and users. Finally, we 
recommend the most similar tracks to target users. In this 
paper, we only recommend the tracks to a single user. The 
following research will combine word2vec with a user-based 
collaborative filtering model to enhance the accuracy and 
diversity of the recommendation.  
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