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The ability to detect learners’ learning styles based on their learning behaviors is of utmost importance for online educational
systems, as it greatly enhances student engagement, motivation, and overall learning outcomes. Knowing the learning preferences
of learners may significantly aid in creating personalized learning recommendations and empower learners to identify their own
learning styles. However, learners exhibit diverse behaviors in an online setting, which poses significant difficulties in detecting their
learning style. This paper proposes a novel approach for detecting learning styles using graph representation learning techniques
and machine learning algorithms. While our approach is not reliant on a particular learning style model, our approach may be
divided into two distinct parts. Initially, we represented the behavior of learners as a bipartite graph and then transformed this
graph into a lower-dimensional representation using the graph embedding approach. This lower-dimensional representation was
then utilized for machine learning tasks. Furthermore, we categorize the encoded learner’s sequence using a clustering technique
based on the selected learning style model. Our methodology uses the Felder-Silverman model as the learning style model and the
Fuzzy C-means algorithm as a clustering technique. Our approach was evaluated using the 2015 KDD Cup dataset through a series
of comprehensive experiments to showcase its effectiveness. The findings demonstrate that our approach surpasses the previous
approach, achieving an average precision of 0.8737 and an accuracy of 0.9182.

Index Terms—Learning style, online learning environment, Fuzzy C-means algorithm, Graph representation learning, learning

behavior.

I. INTRODUCTION

HE efficiency of online learning depends on numerous

elements such as the quality of the platform, instructor
engagement, student motivation, and the adaptability of the
course content. Integrating interactive components, enabling
collaboration, and giving proper assistance can dramatically
enhance the online learning experience [1]. In recent years,
online learning has gained immense popularity, revolutionizing
the way education is delivered and accessed. With its flexibility
and accessibility, online learning has become a vital tool for
learners of all ages and backgrounds. However, despite its
numerous advantages, one critical challenge in online learning
is the lack of personalized instruction tailored to individual
learning styles. Learning styles (LS), remain one of the most
important features for delivering personalized learning and
have become a core aspect in realizing personalized educa-
tion [2]. LS can be defined as the description of learners’
behavior and attitude, which indicate their preferred approach
to learning [3], [4].

Understanding and accommodating diverse LS is crucial
in achieving effective education outcomes and has so many
advantages as it aids both learners and instructors in the
learning process. By determining how a student learns first,
educators can modify their teaching approaches to match
these preferences based on the student’s strengths and weak-
nesses, which can enhance comprehension and engagement.
Furthermore, matching teaching styles to a student’s learning
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preferences can increase information retention, stay engaged
and interested in the materials, increase student confidence,
provide efficient study strategies, and encourage students to
engage with different styles that can make them more adaptive
and versatile learners, which is beneficial in various educa-
tional settings and real-life scenarios [5], [6]. Therefore, there
is a pressing need to develop intelligent algorithms capable of
accessing and detecting LS in the online learning environment.

Most existing studies that looked at learning style detection
(LSD) utilized either explicit or implicit approaches to deter-
mine the learner’s preferred method of learning [7], [8], [9].
Finding out how learners learn best is the goal of the explicit
approach, which uses tools like surveys, questionnaires, and
observations. The approach has many benefits, such as being
easy to implement and providing a good overview of students’
learning preferences. It offers a quick assessment of student
LS, so educators can adapt their method of instruction appro-
priately, offering valuable insight into students’ broad learning
preferences, enabling educators to create more diverse teaching
strategies, and finally providing a structural framework for
identifying LS, some explicit tools have been standardized
and validated [7]. Researchers should not oversimplify the
complex ways individuals learn by relying solely on a fixed
classification of student learning styles; instead, they should
supplement the explicit learning style detection approach with
observations, feedback, and dynamic teaching strategies that
accommodate various LS. This will help them understand
learners’ preferences. Another thing is that people’s learning
styles could change as they become older. It is possible that
changes in student behavior will go unnoticed by an explicit
approach. Additionally, validity and reliability may be lacking
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in certain surveys and questionnaires. Because of inherent
biases, poorly worded questions, or a lack of alternatives, they
may fail to capture students’ preferred methods of instruction.

To address the limitations mentioned. In this paper, we pro-
pose an automatic learning style detection approach through
graph representation learning techniques and machine learning
algorithms. In our proposed approach, leaner behavior records
were modeled as a bipartite graph representing learners’
interactions with learning resources and the edge between
them represents the frequency and duration of accessing each
resource by the learner. With this, we encoded the constructed
graph into a low-dimensional vector representation for various
downstream machine-learning algorithms using graph repre-
sentation learning techniques. Next, we provide a mapping
between the learning resources and the selected learning style
model in order to find the appropriate learning style of the
concerned learner. The resulting features obtained were used
as the input of the clustering algorithms to cluster learners
with similar LSs. To sort the encoded learner’s sequences
by FSLSM dimension, this study makes use of the Felder-
Silverman learning style model (FSLSM) in conjunction with
the Fuzzy C-means (FCM) clustering technique.

The rest of the paper is organized as follows: In section
II, the literature review of the existing automatic approaches
for learning style detection was presented. In section III, we
provide an extensive overview of the algorithms that were
utilized. We lay out the description of the proposed approach
in greater detail in section IV. Section V, we detail the
experiment and analysis of the results, Finally, we give a
general conclusion and outline potential avenues for future
research.

II. RELATED WORK

The explicit approach to identifying a learner’s LS is the
utilization of specialized questionnaires. While the imple-
mentation of this approach is straightforward and provides
a foundation for comprehending learners’ preferred LSs, it
is inherently unchanging, certain questionnaires may lack
credibility and accuracy, oversimplifying the intricate ways in
which individuals learn, and restricting personalization [6], [9].
The implicit technique is suggested as an alternate approach
that relies on analyzing and interpreting the student’s behavior,
participation, and motivations during the learning process [6].
As stated in [7], [10], the implicit method for detecting
learning styles (LSD) can be implemented using either a
literature-based or a data-driven approach. The literature-based
strategy utilizes the behaviors and inclinations of learners to
get an understanding of their learning preferences, and then
adopts a straightforward rule-based method to evaluate the
learning style by evaluating the quantity of relevant indicators
[11], [12]. On the other hand, the data-driven approach relies
on the observation of learners’ behavior during the learning
process and utilizes data mining, machine learning, or deep
learning algorithms to analyze these behavior patterns [13]].
The proposed approach in this paper focuses on utilizing a
data-driven approach. Therefore, we provide a summary of
the current data-driven approaches used for LSD.

Most existing data-driven approaches based their studies
on different learning style models and use either clustering,
classification, or hybrid approaches to identify and predict
the learner’s LS [14], [15], [16], [17], [18], [19], [20], [21],
[22], [23], [24]. For instance, [15] uses a K-means clustering
algorithm for learning style prediction. The authors mapped
the extracted learner’s sequences into the eight categories of
FSLSM and the resulting features were used as input to the K-
means clustering algorithm. [23] uses a graph representation
learning techniques to capture the behavior of learners as a
bipartite graph and learn the structural and weight information
of the graph into a low dimensional representation. The authors
employ the use of the K-means algorithm to cluster learners
with similar learning styles according to FSLSM categories.

[20] employs the use of a Fuzzy c-means algorithm to
predict the learner’s preferred method of learning. First, learn-
ers’ behavior data was collected and analyzed using web
usage mining to discover the learner’s sequences, then these
sequences were mapped into FSLSM and the resulting features
were used as input to the Fuzzy ¢ means algorithms to cluster
learners according to the eight FSLSM categories. [19] utilizes
web mining techniques to extract learners’ sequences from
their log files. The Fuzzy C means algorithm is then employed
to cluster learners who have similar learning styles based on
the 16 combinations of FSLSM. [17] presented a three-step
method for LS prediction based on a clustering algorithm.
First, multidimensional space is constructed using learners’
pre-tested LS preference patterns. Secondly, Euclidean dis-
tance was used to calculate their similarities. Third, the authors
compared the mutual similarity pattern to the pre-tested pattern
to get the target LS dimension. After the dimension was
determined, a cluster core construction algorithm was used to
group learners based on their behavior along this dimension.

[16] suggested a technique that integrates clustering and
classification algorithms to discern and forecast individuals’
learning styles. The authors employ a K-mean clustering
approach to group learners based on their choice for each
FSLSM category. The categories were subsequently assigned
a quantitative measure of their level of dominance (i.e.,
very weak, weak, moderate, strong), resulting in the cre-
ation of a labeled dataset. Subsequently, four classification
algorithms, namely Neural Network (NN), Random Forest
(RF), K-Nearest Neighbors (KNN), and Decision Tree (DT)
were utilized to forecast Learning Styles (LSs) using traces
produced by learners during various course activities. DT
demonstrated the highest accuracy among the three dimensions
of FSLSM, as indicated by the result. [24] use an FCM
algorithm to cluster learners according to the eight categories
of FSLSM. Then, the Gravitational Search back propagation
Neural network algorithm (GSBPNN) was used to predict
the learner’s learning style in the real world. The use of
graph neural networks to forecast the actual learning style
of the learner was suggested by [18]. The authors cluster the
encoded sequence of learner behavior according to the FSLSM
categories using the k-means clustering algorithm. The GNN
algorithm was fed the acquired data in order to forecast the
learning style of the incoming or current sequence of learners.

The decision tree is the most popular classification method
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for learning style prediction. It simplifies a complex decision-
making process into a series of smaller decisions and outputs
an often easy-to-understand solution [6]. For instance, [25]
used a Decision tree as a classification method for learning
style prediction to adaptivity adjust interfaces for them. The
DT aims to simplify a complex decision-making process into
a series of smaller decisions and outputs an often easy-to-
understand solution. [26] achieved better prediction results
with the J48 algorithm (a DT prune with significant rules)
than with the Bayesian Network (BN) classifier.

[27] combines an ant colony system and an artificial neural
network to predict learners’ learning styles. The innovative
solution makes it a valuable contribution to the field of educa-
tional technology and personalized learning. [7] compares the
performance of four classifiers (Neural network (NN), Genetic
Algorithm (GA), Ant Colony, and Particle swarm Optimiza-
tion) to improve the precision of learning style prediction using
a dataset collected from 75 learners. The NN achieves the
most promising result. [3] suggested an automated method that
utilizes diverse machine-learning algorithms to detect learners’
learning styles by analyzing the patterns of their learning
behavior in relation to FSLSM. The Support Vector Machine
(SVM) has shown superior performance in terms of accuracy
compared to other classification algorithms. [S] used a range
of machine-learning algorithms to identify the learning styles
of learners. The study aims to find characteristics that can be
used to detect various bits of intelligence and learning styles,
using the Felder-Silverman model as a basis. The results in-
dicated that Support Vector Machine and Logistic Regression
attained the highest level of accuracy. The majority of these
methodologies evaluate their performance by comparing them
to various machine learning algorithms, rather than comparing
them to existing methods.

III. BACKGROUND ON THE ALGORITHM

This research proposes to use a graph representation learn-
ing technique and a Fuzzy C-means (FCM) algorithm to
improve the accuracy and precision of learning style detection
approaches. A literature review was conducted in order to
select the algorithms for this paper as described in the previous
section. Existing research shows that the best accuracy and
precision were obtained using graph autoencoder and k-mean
clustering algorithm [23]. Hence, in this paper, we use the
same procedure to capture and learn the behavior of the learner
into low-dimensional vector representations. Then, we employ
the use of a FCM algorithm to cluster learners according to
the FSLSM dimension. In what follows, the description of
learning style, graph representation learning techniques, and
Fuzzy C-mean algorithm is provided.

A. Learning Style

Learning styles simply refer to a preferred or dominant way
by which an individual gets, processes, and retains information
[4]. It primarily is an innate approach that an individual
has towards understanding how things work and how new
material is processed. Learning styles can be anything from

sensory modalities (viz., visual, aural, kinesthetic), social as-
pects (group or individual learning), environmental factors (the
setting where one prefers to learn), and cognitive strategies
(differences in analytical vs. intuitive approaches to solving
problems) [6].

Individuals and educators, therefore, can be of the ability
to tailor design teaching methods as well as materials based
on understanding what learning style one identifies with in
order to impact the effort maximally. But at the same time,
one should keep in mind the fact that the idea of learning
styles has been controversial in educational psychology and
some research reveals that the effects of explicit instruction
of teaching by individual learning styles may be limited upon
enhancing learning outcomes. However, recognizing and ac-
commodating different learning style preferences can provide
a more varied and inclusive educational environment [2].

In the learning style detection and prediction process, a
learner model is one of the most important components in an
online educational system, because of its ability to represent
the behavior of learners according to which online educational
system provides personalized learning resource recommenda-
tions [6].

Various learning style models have been utilized to under-
stand and detect learning styles. These include the VARK
model, Kolb’s experimental learning theory, Honey and Mun-
ford’s learning styles, Gardner’s theory of multiple intelli-
gence, and Felder and Silverman’s learning style (FSLSM)
among others [10], [11]. In this paper, we utilized the use of
Felder and Silverman learning style models for several reasons.
First, the model has gained recognition and applicability in
online education systems because it offers insight into the di-
verse learning preferences among learners. The model doesn’t
prescribe a one-size-fits-all strategy. Instead, it recognizes that
individuals may have preferences across a spectrum in each
dimension. This flexibility allows educators to adapt teaching
methods to accommodate a range of learning styles. Third, the
model aims to enhance learning engagement, understanding,
and retention of information. Fourth, the model encourages
both learners and instructors to be aware of their own learning
preferences. This self-awareness can prompt individuals to re-
flect on their learning approaches and potentially adapt strate-
gies that suit their learning styles. Finally, the model takes
into account multiple dimensions of learning style including
perception (Sensory/Intuitive), input (visual/verbal), process-
ing (active/reflective), and understanding (sequential/global).
This multidimensional approach provides a more nuanced
understanding of how individuals prefer to learn and suggests
ways to cater to these varied styles for more effective learning
experiences [4], [6], [16], [23], [28]. Below is a detailed
description of the FSLSM dimensions.

Perception Dimension: This dimension of FSLSM involves
how learners prefer to take the information. Sensory Learners
are the type of learners that prefer concrete examples, practical
applications, and real-life case studies. Intuitive learners prefer
conceptual frameworks, Creative problem-solving exercises,
and theoretical information.

Input Dimension: The dimension here focuses on how
learners process information. The dimension deals with visual
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and verbal learners. Visual learners prefer visual aids like
videos, diagrams, infographics, and charts and Verbal learners
prefer text-based resources, written and spoken explanations,
forum discussions, and lectures.

Processing Dimension: This dimension relates to how
learners internalize and understand information. The dimen-
sion takes into account active and reflective learners. Active
learners learn better through experiments that engage learn-
ers in hands-on activities, group discussions, quizzes, and
problem-solving. Reflective learners prefer to think quietly and
take their time to process information, reflective journals, or
opportunities for self-paced learning.

Understanding Dimension: This dimension deals with how
learners make sense of information. Learners can either be
sequential learners or global learners. Sequential learners may
provide structured courses with clear step-by-step instructions,
and logical progression and build upon previous knowledge.
Global learners might incorporate big-picture concepts, in-
terdisciplinary connections, and non-linear learning paths to
understand the overall concepts before delving into details.

FSLSM suggests that individuals possess preferences along
these dimensions and are typically stronger in one preference
over the other in each dimension. Most educational systems
and instructors can use this model in order to create diverse
teaching strategies that cater to various learning styles, thereby
enhancing the learning experience of learners with different
preferences.

B. Graph Representation Learning

Graph representation learning (GRL) techniques have
gained significant attention in recent years due to their ability
to capture complex relationships and dependencies in data.
People generally find it easier to interpret information when
it is presented graphically rather than in tabular form. These
will allow the systems to automatically identify the necessary
representation from large network data for automatic feature
engineering and classification and it has been widely applied
in various domains including social networks, recommender
systems, and knowledge graphs [29].

The GRL is a subfield of machine learning that specifically
deals with the task of extracting meaningful and valuable
representations of data that are structured in the form of
graphs [30]. This entails converting the complex and inter-
related connection within a graph into a structure that is
appropriate for diverse machine-learning tasks. Graphs are
composed of nodes and edges, which make them a suitable
form for describing intricate linkages and interactions. The
objective of the GRL is to enhance machine learning models
with the capability to understand and explore the abundant
structural information inherent in graph-structured data for
various applications [30], [31]. It aims at converting nodes and
edges into a low-dimensional, uninterrupted vector representa-
tion commonly referred to as embeddings. These embeddings
efficiently capture the graph’s structural and relational infor-
mation, enhancing the performance of downstream machine-
learning tasks like clustering, classification, and link prediction
[32], [33].
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Figure 1. An example of an L-R bipartite graph.

In the context of LSD in online education, GRL techniques
present a potential approach for extracting significant features
from learner behavior data. By portraying learners and their
interactions with learning resources as nodes and edges in
a graph, these techniques can capture the data’s underlying
structure and patterns, allowing the detection of LS. For
instance, [23] proposed the use of bipartite graphs to simulate
the interactions between learner (L) and Learning resources
(R) in online education platforms. The GRL module leverages
this bipartite graph to extract the latent representation of
learners and resources, which is subsequently utilized to detect
LS as seen in Fig. 1. The latent representations obtained from
graph representation learning can then be used to identify and
group learners with similar learning methods using clustering
algorithms. This clustering procedure groups nodes (learners)
according to their strong connections throughout the graph,
providing insights into various LSs.

C. Fuzzy C- means Algorithm

The Fuzzy C-means clustering algorithm is an effective
unsupervised learning algorithm developed by Dunn that can
be used in data mining, machine learning, pattern recognition,
etc [34]. Various Scholars have applied the FCM algorithm
to several fields, such as image processing, Natural language
processing, scheme ranking, data mining, and information
retrieval among others. As the FCM has been widely applied to
address the limitations of the existing learning style identifica-
tion, some scholars have utilized the use of FCM algorithm to
deal with conflicts. [19] utilizes the use of the FCM algorithm
to detect learning styles based on the 16 combinations of the
FSLSM model. [20] uses web mining techniques to capture
the behavior of learners, then uses the FCM algorithm to
cluster the captured learning behavior according to the FSLSM
categories. While the majority of current methods employing
the FCM algorithm are effective in detecting LS, they rely
on either web-based mining or manual feature engineering on
unlabeled behavioral datasets to extract features, leaving the
potential for enhancement.

In this paper, we utilize the use of the FCM algorithm
on the encoded learner’s sequence for effective learning style
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detection. This is due to the following reasons: 1) FCMs have
the ability to perform soft clustering, unlike the traditional
K-means clustering by allowing nodes in the graph to have
partial memberships in multiple clusters, reflecting the inherent
fuzziness in community boundaries within graphs. 2) Its soft
assignment nature enables nodes to belong to multiple clusters,
accommodating the overlapping nature of communities in the
graph. 3) FCMs has the ability to accommodate weight graphs
where edges have different strengths or weights. This flexibil-
ity allows the algorithm to consider edge weight in determin-
ing node relationships and cluster assignment, capturing the
importance of connections between nodes. 4) FCMs can reveal
the underlying structure or communities within the graph by
assigning nodes to clusters based on their connection patterns.
5) it has the advantage of providing a flexible approach for
partitioning graph data into meaningful groups, and finally, it
can help to identify groups of learners with similar interests or
behavior, facilitating targeted recommendations or community-
based analysis [34], [35].

IV. THE PROPOSED APPROACH

This paper presents a novel strategy that utilizes graph repre-
sentation learning techniques and machine learning algorithms
to construct a model capable of detecting learners’ learning
styles in online education. The initial stage of the graph
representation learning approach procedure involves gathering
the recorded actions of the learner from the online platform’s
weblog. then, the behaviors undergo preprocessing and are
then represented as a bipartite graph. The structural informa-
tion and weight relations of the graph are then transformed
into a fixed-length vector representation, also known as an
embedded vector using graph autoencoder. This embedded
vector is utilized as input to a clustering algorithm. The
embedded vector consists of a low-dimensional representation
of the group of learners, the group of learning resources, and
their weighted relationships, which are unlabeled [23].

The focus of this paper is to explore the use of the embedded
vector for accurately identifying and grouping learners who
share similar learning styles. In order to identify the LS of a
student, we must first discover the LS preferences associated
with each learning resource, as the embedded vectors are com-
prised of the set of learning resources used by learners during
the learning process. The learning resources were correlated
with learning style using the FSLSM method. Subsequently, a
clustering algorithm was employed on the correlation-resulting
features to discover and group learners who have similar
learning styles.

In the following part, we will demonstrate the process of
associating each learning resource with its corresponding LS
model and subsequently describe how the clustering algorithm
was utilized in our approach to detect LS. The proposed
approach is depicted in Fig. 2.

A. Mapping Learning resources (LR) onto FSLSM dimen-
sion

Online learning environments consist of multiple learning
subjects and activities that make up the courses. Each subject

consists of learning content that is classified as learning re-
sources. In order to categorize the learning resources based on
FSLSM, it is assumed that each learner possesses a preferred
learning style, which may be measured across four dimensions.
Learning resources (LR) consist of diverse digital resource
nodes, including text, image, video, audio, discussion forums,
wiki, problems, etc. These resources are distinguished by
their capacity for reusability, interoperability, durability, and
accessibility. Here, the learning resources must be categorized
based on the individual preferences of each learner. Each
learning resource is associated with a corresponding FSLSM
dimension, as described in the literature by [8], in order to
identify the learning style of learners based on the encoded
elements of their behavior. The features obtained from each
FSLSM dimension were subsequently utilized as input for the
FCM method in order to detect and classify the LSs of the
learners.

B. Learning style detection using Fuzzy-C-mean Algorithm

FCM algorithm was used in this paper to group the encoded
learning sequence according to the FSLSM categories and
obtained labels [35]. The grouping is achieved by considering
the encoded learning resources and the feature value for each
FSLSM category as shown in Fig. 2. The algorithm considers
the set of all learners in the encoded space as well as the
embedded feature related to each FSLSM dimension as input.

The algorithm starts by initializing random membership for
each sequence. It then converts the encoded graph into an
adjacency matrix for each FSLSM dimension, which is used
as input for the algorithm. The algorithm was implemented on
the adjacency matrix. It iteratively updates the membership
matrix and cluster centers until convergence or reaches the
maximum number of iterations using the following equations.

1
= IXi—Cy )\ 7 .
T (=)
T-L_ dm X Xi
Cj _ szl 17 (2)
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where d;; is the degree membership of X; in the cluster
Cj, X; is the i'" of the d-dimensional measure data and C;
is the dimension center of the cluster. The algorithm is run
minimizing the following objective function.
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The FCM algorithm categorizes learners’ learning styles
by selecting center values. The center values are determined
by computing the feature values and assigning each value
to a cluster. We utilize tools such as NetworkX for graph

manipulation and implementation in the FCM method.

C. Evaluation Metrics

Evaluation metrics are essential to assess the performance
and quality of clustering algorithms, including K-means and



JOURNAL OF NETWORKING AND NETWORK APPLICATIONS, VOLUME 4, ISUUE 1, MAY 2024

Fad ™
Encoded Learners
Sequence

%, A

44

& ™

FSLSM dimensions

-, 4

Fuzzy C means Algorithm

L - 'J'"\ -~ ! ™ - 'J'"\
Verbal Active Reflective

- o o - o

o,
Visual

P ~ P o
Sensitive Intuitive Sequential Global
— —r — —r

Figure 2. The proposed model for learning style detection w.r.t FSLSM categories.

fuzzy C-means (FCM), especially when applied to graph data.
The proposed approach was evaluated using the 2015 KDD
cup data set. We used accuracy, precision, recall, and F1
measures as evaluation matrices to evaluate the effectiveness
of the proposed approach. These matrices are chosen as the
most commonly used confusion matrix techniques to assess the
quality of the classifier. Detailed descriptions of the metrics
are discuss below.

Precision (P): It denotes the ratio of correctly identified
learner’s sequences with positive predictions to the total num-
ber of projected learner’s sequences with positive class values.
The Precision is determined using Eq. 4.

TP
P=——
TP+ FP
Recall (R): The accuracy rate is the ratio of correctly de-
tected positive predictions to the total number of positive class

values correctly classed as positive. The recall is computed
using the Eq. 5.

“4)

R_ TP
TP+ FN
Accuracy (A): The performance metric is highly intuitive
and represents the accuracy of the approach in accurately
classifying the projected learner’s sequences. The accuracy is
determined by applying Eq. 6 as shown below.

&)

TP+TN
TP+TN+ FP+FN
F1-Meassure (F1_score): The F1 score, commonly known

as the harmonic mean of precision and recall, quantifies the
accuracy of a model. The F1 score is computed using Eq.7.

A= (6)

2x (P xR)

F1 =
score PR

)

V. EVALUATION OF THE PROPOSED APPROACH

The subsequent section outlines the materials and method-
ologies employed to assess the suggested approach. First, we
outline the data utilized and the preparation phase, taking
into account the dataset’s reliability in assessing the suggested
approach. Subsequently, the experimental findings from the

evaluation are presented, together with a thorough analysis
and discussion of the results and observations encountered
throughout the development of the proposed approach.

A. Data Description

The data set used to evaluate the effectiveness of our
proposed approach is the same dataset used for evaluating
GRL-LS [23]. The learner’s behavior data was collected from
the KDD-Cup 2015 dataset. The KDD-Cup is the first and
among the most prestigious competitions in data science. The
KDD Cup is an annual data mining and knowledge discovery
competition organized by the ACM Special Interest Group on
Knowledge Discovery and Data Mining.

The dataset contains a record of events documenting user
activities and interactions with learning resources. A total of
5069 students from 40 courses were included in this study.
Initially, we utilize the learner’s enrollment information to
convert the dataset into a bipartite graph that depicts the
collection of learners, the collection of learning materials, and
their weighted connections. Subsequently, a graph autoencoder
was employed to extract and encode the built graph into a low-
dimensional representation for further machine-learning tasks.

B. Experiments and results analysis

In order to assess the efficacy of our proposed methodology,
we conducted experiments utilizing behavioral data extracted
from the 2015 KDD Cup dataset. The paper utilizes the em-
bedding outcome acquired from [23], which encompasses the
set of learners and learning resources in the low-dimensional
space (latent representation) with their weight relations. The
latent representation identifies and organizes the learner’s
sequences based on GRL approaches. The learner’s sequences
lack labels and contain information regarding 5069 sets of
learners and 7 sets of learning resources.

Initially, the learning resources were aligned with the
FSLSM dimensions. The resulting characteristics were then
utilized as the input for the FCM algorithm, which generated
labels based on the FSLSM categories. This allowed for the
clustering of learners who possess comparable learning styles.
For each dimension, we ascertain the number of clusters
(K 2) and calculate the cluster value for each cluster
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Table I. Accuracy and precision results of the clustering algorithm

Max. Tteration Accuracy Precision
: Vis./Ver Act./Ref. Sen./Int. Seq./Glo. Vis./Ver Act./Ref. Sen./Int. Seq./Glo.
100 0.9100 0.9480 0.9080 0.9071 0.9056 0.9475 0.8100 0.8290
200 0.8600 0.9339 0.9140 0.9041 0.8700 0.8703 0.8600 0.9041

based on the features’ values. The membership matrix was
established, with each element denoting the data point’s degree
of membership to each cluster. The learner’s sequences are
categorized into eight groups of FSLSM, which are defined as
Active, Reflective, Visual, Verbal, Sensory, Intuitive, Sequen-
tial, and Global. We demonstrate and examine the result of the
proposed approach using the 2015 KDD Cup dataset on the
clustering outcome using two widely used evaluation metrics:
precision and accuracy. The ultimate clusters are derived after
100 and 200 iterations and Table 1 displays the accuracy and
precision results. The results demonstrate that the suggested
method achieves a high degree of accuracy and precision for
every dimension of the FSLSM.

The experiment is conducted with the aim of achieving
the following objectives. The main goal of the experiment is
to showcase the effectiveness of our suggested approach in
leveraging graphs to represent learners’ activity and utilize this
data to determine their learning styles. Moreover, we establish
that the proposed method outperforms the current method in
terms of accuracy and precision.

Table II. Accuracy and precision performance comparison with
existing approach

FSLSM dimension Algorithm Accuracy  Precision
. K-means 0.9100 0.8300
Visual/Verbal FCM 0.9100 0.9056
. . K-means 0.9300 0.8700
Active/Reflective FCOM 0.94%0 0.9475
Sensitive/Intuitive K-means 0.8500 0.7300
FCM 0.9080 0.8100
. K-means 0.8400 0.7100
Sequential/Global FOM 0.907T 08290

Table 2 displays the performance comparison between the
results generated using the k-means method. Based on the
results, it is evident that the utilization of the Fuzzy C-means
method outperforms K-means clustering in every FSLSM
dimension. Among the existing approaches, [36] demonstrates
superior precision performance for sensitive/Intuitive with a
rate of 0.7730. Additionally, [26] achieves better performance
for sequential/global with a precision rate of 0.8000. However,
our approach surpasses both of these existing approaches, with
a precision rate of 0.8100 for sensitive/intuitive and a precision
rate of 0.8290 for sequential/global. The utilization of the
fuzzy c-means method for clustering learners’ learning styles
based on the embedding findings yields superior performance,
with an average accuracy and precision of 0.9182 and 0.8737,
respectively.

The exceptional performance of the acquired result in this
research demonstrates the efficacy of the suggested technique
for detecting learning styles. The utilization of the FCM
algorithm has significantly improved the performance of this

technique by efficiently identifying and clustering the encoded
learner’s behavior gained through the usage of a graph au-
toencoder. The precision and recall achieved by the technique
showed that it is feasible and effective in detecting learning
styles, in comparison to the k-means clustering algorithm.
The findings of the research show an emphasis on tailoring
educational strategies to meet the needs of learners aligned
with the current trends in educational research and practices.
Moreover, the proposed approach aims to aid teachers and
institutions in designing and delivering personalized learning
resource suggestions that cater to diverse learning styles, ulti-
mately enhancing the effectiveness of online education. This
will enable learners to gain a deeper understanding of their
LS to improve their learning outcomes. Lastly, the proposed
approach is designed to be adaptable to multiple educational
systems and may be implemented across various LS models.

VI. CONCLUSION

This work presents a refined method for detecting LSs
by utilizing the Graph representation learning techniques and
FCM algorithm. The objective is to boost the precision of
the current methodology. Initially, the activity of learners
was recorded using a graph-based method to acquire a low-
dimensional representation of the set of learners, the set of
learning resources, and the weight relations between them.
Next, the research aims to categorize the encoded learner’s
sequences based on the FSLSM categories using the FCM
method. The proposed approach is versatile and can be used
in different educational systems and theories of learning styles.
The experimental findings demonstrate that the proposed
methodology surpasses the conventional K-means algorithm,
resulting in enhanced precision and accuracy. In future re-
search, we will explore other methods of graph representation
learning in order to enhance the precision and accuracy
of learning style recognition. Additionally, we will evaluate
the proposed strategy using a substantial dataset including a
greater number of learning resources.
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