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  Abstract 
Pneumonia is one of the leading diseases of child mortality in the world. The fastest 
imaging method for detecting pneumonia in chest X-rays. Examining X-ray images is 
carried out by expert radiologists. It is important to develop computer-aided diagnosis 
systems due to the difficulty of the images examined. In this study, DenseNet121, 
DenseNet169, ResNet50, ResNet101, MobileNetV2, VGG16, Xception and 
InceptionV3 deep learning models were used to classify chest X-ray images. 
Experiments were done on the chest X-ray dataset of 5856 labeled images with the 
proposed models, and the results were compared. Transfer learning models have 
generally achieved high success rates in the problem of detecting pneumonia from chest 
X-ray images. The Xception model performed best with 96.16% validation and 95.73% 
test accuracy. It has been seen that transfer learning models are successful in 
classification problems. 

Keywords  
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1. Introduction 

Pneumonia is a respiratory infection that affects the lungs, allowing people to get 
oxygen from the outside to live a healthy life. Pneumonia causes the lungs to fill with 
pus, making breathing difficult and reducing oxygen uptake. Pneumonia, a 
contagious disease, can result in death if not treated in time. According to the World 
Health Organization (WHO) data, the rate of pneumonia in child deaths was 14% in 
2019 and 22% in child deaths aged 1-5 years [1]. Therefore, early diagnosis and 
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diagnosis of pneumonia and appropriate treatment are very important, especially in 
order to reduce child mortality and save more children's lives. Lung infections can be 
detected with computerized medical imaging techniques. The most commonly used 
medical imaging techniques are chest X-ray, computed tomography (CT), and 
magnetic resonance imaging (MRI) [2, 3]. Chest X-ray is the most used imaging 
method due to cost and rapid imaging. Manual examination of the obtained medical 
images by a radiologist and correct diagnosis is important, but the disadvantage is 
time cost [4]. 

They are developing computer-based diagnostic systems and decision support 
systems that assist expert radiologists in playing an essential role in early diagnosis 
and treatment. Especially in recent years, intensive studies have been carried out on 
computerized diagnostic systems supported by artificial intelligence. By using 
machine learning and deep learning methods, artificial intelligence-supported 
medical diagnosis and classification studies are carried out in cancer [5], Covid19 
[6], diabetes [7], Alzheimer's [8] and all other disease types in health fields. 

In recent years, many different studies have been carried out on the classification of 
chest X-ray images with deep learning methods. Especially in the last few years, it 
has been focused on the images of the lungs damaged by the covid19 disease. In [3], 
Covid19, Pneumonia, and Healthy conditions were classified with VGG19 
architecture on MongoDB dataset and 97.11% accuracy was obtained. In [9], a 22-
layer convolutional neural network (CNN) as feature extractor and Support Vector 
Machine (SVM), Random Forest (RF) and KNearest Neighbor (KNN) as classifier 
were used on Mendeley Data v2 dataset. As a result of the study, an accuracy rate of 
99.52% with CNN+RF, 96.55% with CNN+SVM and 97.32% with CNN+KNN was 
obtained. In [10], an accuracy rate of 0.9578 was obtained by using the combination 
of InceptionResnetV2 and Xception for detection of Covid19. In [11], two ensemble 
learning backbones, namely DenseNet201, VGG16 and GoogleNet models and A, 
namely DenseNet201, InceptionResNetV2 and Xception models and B, were 
combined with the Transformer Encoder mechanism. As a result, group A achieved 
97.22% accuracy and group B 96.44% accuracy. In [12], using 7 CNN models, a 
voting algorithm was developed for Covid19 disease that classifies chest X-ray 
images as binary, and as a result, it was stated that a diagnostic accuracy rate close to 
100% was obtained. In [13], VGG16 and MobileNetV2 models were combined with 
the fusion method without classifier layers for the classification of Covid-19, 
Pneumonia and healthy images, resulting in an accuracy of 96.48%. In [14], a multi-
scale attention network mechanism was used to classify Covid19 and pneumonia 
variants, resulting in an accuracy of 97.46%. In [15], feature channel attention block 
Squeeze and Excitation structure was added to DenseNet model and 92.8% accuracy 
rate was obtained as a result of the experiment. In [16] machine learning and KNN, 
SVM and RF classifiers were used and various image processing methods were 
studied. As a result, accuracy rates between 95% and 99% were obtained. In [17], the 
optimal hyperparameter set of the ResNet50 and VGG16 architectures was 
automatically defined with the Genetic Fine Tuning method, and an accuracy rate of 
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97% was obtained as a result of the experiments. In [18], the number of images was 
increased with cGAN, and deep transfer learning models such as ResNet50, Xception 
and DenseNet169 were used. As a result, the proposed model achieved a test accuracy 
of 93.67%. In [19], data balancing was performed using the smote algorithm, and an 
accuracy rate of 97.4% for tuberculosis and pneumonia, and 88% for bacterial, viral 
and Covid19 classifications was obtained with multi-level classification to classify 
tuberculosis, pneumonia and Covid19. In [20], a structure consisting of a combination 
of transfer learning approach and capsule network is proposed. Finally, an accuracy 
of 94.84% was achieved with the InceptionV3 model, which added capsule layers. In 
[21], a convolutional neural network approach including residual network evaluations 
and extended convolution is proposed. With the CNN based pre-trained models 
VGG19, ResNet50 and inceptionv3 architectures, 95.61%, 96.15% and 95.16% 
accuracy rates were obtained, respectively. In [22], a combination of convolutional 
neural networks and VGG19 model was proposed and 99.10% accuracy rate was 
achieved in classifying different chest diseases. In [23], Chest X-ray8 dataset was 
preprocessed, data augmentation techniques were applied, VGG19 network and Deep 
Convolutional Generative Adversarial Network (DCGAN) were used for 
classification. As a result, an accuracy rate of 99.34% was obtained. In [24], long 
short-term memory (LSTM) deep learning model and SVM, KNN, ensemble 
classifier and deep learning classifiers were used. In [25], DenseNet121 and 
ResNet50 models are combined with a layer created with CNN blocks. It was stated 
that the proposed model was successful in classification. 

In this study, transfer learning methods were used to classify chest X-ray images in 
two classes as healthy and pneumonia. Various image preprocessing techniques were 
applied on chest X-ray images and classification was made with DenseNet121, 
DenseNet169, ResNet50, ResNet101, MobileNetV2, VGG16, Xception and 
InceptionV3 transfer learning models in the keras library. In this study, the 
performance and accuracy rate of transfer learning models on chest X-ray images 
were compared. 

In the continuation of the study, the methodology of the research, the transfer learning 
methods, and the data set are explained in the second part. In the third part, the 
experimental results were given. In Chapter 4, the result of the study is explained. 

2. Research Methodology 
The first study, which is accepted as the basis of deep learning, is the model called 
LeNet, which is a gradient-based convolutional neural network used by Lecun et al. 
in 1998 to classify handwritten numbers from 0 to 9 [26]. Later on, Deep learning 
started to become popular with the Large Scale Visual Recognition Challenge 
(ILSVRC) competition held by ImageNet in 2012 and has reached wide audiences 
with the same name. Deep learning models have become a widely used machine 
learning method for solving many problems due to their success in the face of 
artificial intelligence problems. In the widely used deep learning studies, we can reuse 
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the same model in solving different problems. This method is called transfer learning. 
Transfer learning is a machine learning method that uses the knowledge and weights 
of the model that has successfully solved a previous problem and then applies it to 
the solution of a different problem. The advantages of transfer learning can be listed 
as it costs less time to learn new tasks, uses less information from experts, and 
evaluates more situations effectively [27].  

In this study, pneumonia was detected from chest X-ray images with transfer 
learning. In this section, transfer learning architectures, dataset and image 
preprocessing steps are explained. The study methodology is as shown in Figure 1. 

 
Figure 1. Research Methodology 

This section explains ResNet, DenseNet, VGG16, MobileNet and Inception 
structures used as transfer learning models for pneumonia detection in chest X-ray 
images. 
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2.1. ResNet 
The ResNet model was developed by the Microsoft research team and won the 
ILSVRC competition held in 2015 with a success rate of 95.51% [28]. In the ResNet 
model, the weight values of the previous layer are directly transferred to the next 
layer. The most important feature of this architecture is that it consists of residual 
blocks. In the residual blocks, an F(x) result is calculated after applying convolution, 
ReLU activation function and reconvolution to input x. The first input value of the 
network, x, is added to the result of F(x) and the output value is found as H(x) = F(x) 
+ x. 

2.2. DenseNet 
In DenseNet architecture, each layer uses the properties of all previous layers as input 
values and sends the properties of its own layer as input values to the next layers [29]. 
L-layer traditional convolutional neural networks have L connections while 
DenseNet network has L(L+1)/2 direct connections. For each layer, the feature maps 
of all previous layers are used as input and the feature maps of all subsequent layers 
are used as inputs. 

2.3. VGG16 
The VGGNet model is the deep learning model proposed by the Visual Geometry 
Group (VGG) at Oxford University, which came second in the ILSVRC competition 
held in 2014 [30]. It has two widely used models, VGG16 and VGG19, one with 16 
layers and one with 19 layers. The VGG16 model has 13 convolution layers and 3 
fully connected layers, while the VGG19 model has 16 convolution layers and 3 fully 
connected layers. In the VGGNet model, the maximum pooling method in the pooling 
layer, ReLU as the activation function, and the softmax function in the classification 
layer are used. 

2.4. MobileNet 
MobileNet is modern neural network architecture developed for use in image 
classification applications in mobile devices and embedded systems, using deeply 
separable convolutions to form light deep neural networks [31]. The MobileNet 
structure consists of the first layer, which is a full convolution, and the deeply 
separable convolution layers. 

2.5. Inception 
It is the convolutional neural network model that won the ILSVRC competition held 
in 2014 with a success rate of 93.33% [32]. The convolutional neural network model, 
which has an initial module called the inception module in its structure, has a depth 
of 22 layers and consists of 144 layers. With the Inception module, convolution 
operation is performed with filter sizes of 1×1, 3×3, 5×5 and maximum pooling is 
performed with the size of 3×3. 
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InceptionV2 and InceptionV3 models include optimization and more effective use 
methods to increase efficiency on the Inception model [33]. For more effective use 
of dimensional reduction and parallel structures of Inception modules, the 
convolution layers are divided into smaller factors, and the asymmetric convolution 
layers are factored, thus reducing the number of parameters without reducing their 
efficiency. 

2.6. Dataset 
In this study, chest X-ray dataset prepared by Kermany, Zhang, and Goldbaum [34] 
was used to detect pneumonia. The dataset consists of 5856 labeled images, of which 
1583 are normal and 4273 pneumonia. In Figure 2, sample images of healthy and 
pneumonia patients in the Chest X-Ray data set are given. 

 

Figure 2. a) normal labeled samples, b) pneumonia labeled samples 

2.7. Preprocessing 
The images in the chest X-ray data set that we will work on within the scope of the 
study are of different sizes. Images have been resized to 140x140 pixels in order to 
make the training faster. Then, 5x5 kernel Gaussian filter was applied to remove the 
noise in the images. 

3. Experimental Results 
In this study, transfer learning-based classification was applied using DenseNet121, 
DenseNet169, ResNet50, ResNet101, MobileNetV2, VGG16, Xception and 
InceptionV3 models in the keras library to detect pneumonia from Chest X-Ray 
images. To evaluate the training results with the models, 20% of the dataset was 
reserved for testing, and the remaining images were divided into 80% training and 
20% validation to be used in training. As a result of the trainings, the metric values 
of measurement accuracy, precision, recall, f1 score, Matthews Correlation 
Coefficient (MCC) and Balanced Accuracy Score (BAS) were calculated. Equations 
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for accuracy, precision, recall, f1 score, MCC and BAS metrics are given below. 
Here; TP is the number of true positives, TN is the number of true negatives, FP is 
the number of false positives, and FN is the number of false negatives.  

𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 = 𝑻𝑻𝑻𝑻+𝑻𝑻𝑻𝑻
𝑻𝑻𝑻𝑻+𝑻𝑻𝑻𝑻+𝑭𝑭𝑻𝑻+𝑭𝑭𝑻𝑻

          (1) 

𝑻𝑻𝑨𝑨𝑷𝑷𝑨𝑨𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷 = 𝑻𝑻𝑻𝑻
𝑻𝑻𝑻𝑻+𝑭𝑭𝑻𝑻

            (2) 

𝑹𝑹𝑷𝑷𝑨𝑨𝑨𝑨𝑹𝑹𝑹𝑹 (𝑺𝑺𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑺𝑺𝑷𝑷𝑺𝑺𝑨𝑨)   = 𝑻𝑻𝑻𝑻
𝑻𝑻𝑻𝑻+𝑭𝑭𝑻𝑻

          (3) 

𝑭𝑭𝑭𝑭 𝑷𝑷𝑨𝑨𝑷𝑷𝑨𝑨𝑷𝑷 =  𝟐𝟐 𝒙𝒙 (𝑻𝑻𝑨𝑨𝑷𝑷𝑨𝑨𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝒙𝒙𝑹𝑹𝑷𝑷𝑨𝑨𝑨𝑨𝑹𝑹𝑹𝑹)
(𝑻𝑻𝑨𝑨𝑷𝑷𝑨𝑨𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷+𝑹𝑹𝑷𝑷𝑨𝑨𝑨𝑨𝑹𝑹𝑹𝑹)

         

 (4) 

𝑺𝑺𝑺𝑺𝑷𝑷𝑨𝑨𝑷𝑷𝑺𝑺𝑷𝑷𝑨𝑨𝑷𝑷𝑺𝑺𝑨𝑨 =  𝑻𝑻𝑻𝑻
𝑻𝑻𝑻𝑻+𝑭𝑭𝑻𝑻

            (5) 

𝑩𝑩𝑨𝑨𝑺𝑺 =  (𝑺𝑺𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑺𝑺𝑷𝑷𝑺𝑺𝑷𝑷𝑺𝑺𝑨𝑨 + 𝑺𝑺𝑺𝑺𝑷𝑷𝑨𝑨𝑷𝑷𝑺𝑺𝑷𝑷𝑨𝑨𝑷𝑷𝑺𝑺𝑨𝑨)
𝟐𝟐

          (6) 

𝑴𝑴𝑴𝑴𝑴𝑴 =  (𝑻𝑻𝑻𝑻𝒙𝒙𝑻𝑻𝑻𝑻 – 𝑭𝑭𝑻𝑻𝒙𝒙𝑭𝑭𝑻𝑻)
�(𝑻𝑻𝑻𝑻+𝑭𝑭𝑻𝑻)(𝑻𝑻𝑻𝑻+𝑭𝑭𝑻𝑻)(𝑻𝑻𝑻𝑻+𝑭𝑭𝑻𝑻)(𝑻𝑻𝑻𝑻+𝑭𝑭𝑻𝑻)

        (7) 

Table 1 shows accuracy rates for train, validation and test dataset for DenseNet121 
model. The model achieved an accuracy of 96.85%, 94.34%, and 94.03% for training, 
validation, and test data, respectively. Figure 3 shows the accuracy and loss graphics 
for DenseNet121 model. 

Table 1. DenseNet121 accuracy rates  
Data Accuracy 
Training 96.85% 
Validation 94.34% 
Test 94.03% 

 
Figure 3. DenseNet121 a) accuracy graphic, b) loss graphic  

https://doi.org/10.4236/***.2019.*****


Osman Güler et al. 
 

 

DOI: 10.33969/AIS.2022040107 114 Journal of Artificial Intelligence and Systems 
 

Table 2 represents the metric for performance measuring. DenseNet121 model 
achieved precision of 98% and 93% for Normal and Pneumonia classes respectively. 

Table 2. DenseNet121 performance metrics  
class precision recall f1-score support 
Normal 0.98     0.82       0.89        341 
Pneumonia 0.93       0.99       0.96        831 

Table 3 shows accuracy rates for train, validation and test dataset for DenseNet169 
model. The model achieved an accuracy of 94.77%, 92.74%, and 92.41% for training, 
validation, and test data, respectively. Figure 4 shows the accuracy and loss graphics 
for DenseNet169 model. 

Table 3. DenseNet169 accuracy rates  
Data Accuracy 
Training 94.77% 
Validation 92.74% 
Test 92.41% 

 
Figure 4. DenseNet169 a) accuracy graphic, b) loss graphic  

Table 4 represents the metric for performance measuring. DenseNet169 model 
achieved precision of 99% and 91% for Normal and Pneumonia classes respectively. 

Table 4. DenseNet169 performance metrics  
class precision recall f1-score support 
Normal 0.99       0.74       0.85        341 
Pneumonia 0.91       1.00       0.95        831 

Table 5 shows accuracy rates for train, validation and test dataset for ResNet50 
model. The model achieved an accuracy of 88.90%, 86.98%, and 87.37% for training, 
validation, and test data, respectively. Figure 5 shows the accuracy and loss graphics 
for ResNet50 model. 
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Table 5. ResNet50 accuracy rates  
Data Accuracy 
Training 88.90% 
Validation 86.98% 
Test 87.37% 

 
Figure 5. ResNet50 a) accuracy graphic, b) loss graphic  

Table 6 represents the metric for performance measuring. ResNet50 model achieved 
precision of 70% and 99% for Normal and Pneumonia classes respectively. 

Table 6. ResNet50 performance metrics  
class precision recall f1-score support 
Normal 0.70       0.97       0.82        341 
Pneumonia 0.99       0.83       0.90        831 

Table 7 shows accuracy rates for train, validation and test dataset for ResNet101 
model. The model achieved an accuracy of 95.81%, 93.28%, and 92.75% for training, 
validation, and test data, respectively. Figure 6 shows the accuracy and loss graphics 
for ResNet101 model. 

Table 7. ResNet101 accuracy rates  
Data Accuracy 
Training 95.81% 
Validation 93.28% 
Test 92.75% 
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Figure 6. ResNet101 a) accuracy graphic, b) loss graphic  

Table 8 represents the metric for performance measuring. ResNet101 model achieved 
precision of 98% and 91% for Normal and Pneumonia classes respectively. 

Table 8. ResNet101performance metrics  
class precision recall f1-score support 
Normal 0.98       0.77       0.86        341 
Pneumonia 0.91       0.99       0.95        831 

Table 9 shows accuracy rates for train, validation and test dataset for MobileNetV2 
model. The model achieved an accuracy of 90.61%, 89.33%, and 88.99% for training, 
validation, and test data, respectively. Figure 7 shows the accuracy and loss graphics 
for MobileNetV2 model. 

Table 9. MobileNetV2 accuracy rates  
Data Accuracy 
Training 90.61% 
Validation 89.33% 
Test 88.99% 

 
Figure 7. MobileNetV2 a) accuracy graphic, b) loss graphic  

Table 10 represents the metric for performance measuring. MobileNetV2 model 
achieved precision of 73% and 99% for Normal and Pneumonia classes respectively. 
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Table 10. MobileNetV2 performance metrics  
class precision recall f1-score support 
Normal 0.73       0.98       0.84        341 
Pneumonia 0.99       0.85       0.92        831 

Table 11 shows accuracy rates for train, validation and test dataset for VGG16 model. 
The model achieved an accuracy of 98.05%, 93.49%, and 94.45% for training, 
validation, and test data, respectively. Figure 8 shows the accuracy and loss graphics 
for VGG16 model. 

Table 11. VGG16 accuracy rates  
Data Accuracy 
Training 98.05% 
Validation 93.49% 
Test 94.45% 

 
Figure 8. VGG16 a) accuracy graphic, b) loss graphic  

Table 12 represents the metric for performance measuring. VGG16 model achieved 
precision of 90% and 96% for Normal and Pneumonia classes respectively. 

Table 12. VGG16 performance metrics  
class precision recall f1-score support 
Normal 0.90       0.91        0.91        341 
Pneumonia 0.96 0.96 0.96 831 

Table 13 shows accuracy rates for train, validation and test dataset for Xception 
model. The model achieved an accuracy of 99.73%, 96.16%, and 95.73% for training, 
validation, and test data, respectively. Figure 8 shows the accuracy and loss graphics 
for Xception model. 
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Table 13. Xception accuracy rates  
Data Accuracy 
Training 99.73% 
Validation 96.16% 
Test 95.73% 

 
Figure 9. Xception a) accuracy graphic, b) loss graphic  

Table 14 represents the metric for performance measuring. Xception model achieved 
precision of 90% and 96% for Normal and Pneumonia classes respectively. 

Table 14. Xception performance metrics  
class precision recall f1-score support 
Normal 0.94       0.91       0.93        341 
Pneumonia 0.97 0.97 0.97 831 

Table 15 shows accuracy rates for train, validation and test dataset for InceptionV3 
model. The model achieved an accuracy of 98.08%, 94.13%, and 95.48% for training, 
validation, and test data, respectively. Figure 10 shows the accuracy and loss graphics 
for InceptionV3 model. 

Table 15. InceptionV3 accuracy rates  
Data Accuracy 
Training 98.08% 
Validation 94.13% 
Test 95.48% 
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Figure 10. InceptionV3 a) accuracy graphic, b) loss graphic  

Table 16 represents the metric for performance measuring. InceptionV3 model 
achieved precision of 90% and 96% for Normal and Pneumonia classes respectively. 

Table 16. InceptionV3performance metrics  
class precision recall f1-score support 
Normal 0.94       0.90       0.92        341 
Pneumonia 0.96       0.98       0.97        831 

Table 17 represents the BAS and MCC metrics for performance measuring. Xception 
model achieved BAS of 94.48% and MCC of 89.6% respectively. 

Table 17. Bas And Mcc Results 
Model BAS MCC 
DenseNet121 90.34 % 85.42 % 
DenseNet169 87.12 % 81.62 % 
ResNet50 90.32 % 74.7 % 
ResNet101 88.06 % 82.31 % 
MobileNetV2 91.72 % 77.67 % 
VGG16 93.41 % 86.59 % 
Xception 94.48 % 89.6 % 
InceptionV3 93.87 % 88.94 % 

Figure 11 shows the confusion matrices for transfer learning models. For testing 
purposes, 341 Normal images, 831 Pneumonia images were used. 
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Figure 11. Confusion matrices a) DenseNet121, b) DenseNet169, c) ResNet50, d) 
ResNet101, e) MobileNetV2, f) VGG16, g) Xception, h) nceptionV3 
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Table 18 represents a brief summary of test results for transfer learning models for 
classification of pneumonia detection from Chest X-Ray images.  

Table 18. Summary of Test Results 

Model Training 
Accuracy 

Validation 
Accuracy 

Test 
Accuracy 

BAS MCC 

DenseNet121 96.85% 94.34% 94.03% 90.34% 85.42% 
DenseNet169 94.77% 92.74% 92.41% 87.12% 81.62% 
ResNet50 88.90% 86.98% 87.37% 90.32% 74.70% 
ResNet101 95.81% 93.28% 92.75% 88.06% 82.31% 
MobileNetV2 90.61% 89.33% 88.99% 91.72% 77.67% 
VGG16 98.05% 93.49% 94.45% 93.41% 86.59% 
Xception 99.73% 96.16% 95.73% 94.48% 89.60% 
InceptionV3 98.08% 94.13% 95.48% 93.87% 88.94% 

4. Discussion and Conclusion 
 This research aims to detect pneumonia from chest X-ray images with deep 
transfer learning and to see the classification success of transfer learning models. 
In this study, DenseNet121, DenseNet169, ResNet50, ResNet101, MobileNetV2, 
VGG16, Xception and InceptionV3 models in the keras library were used as 
transfer learning models. As a result of the training, training success, validation 
and test accuracies, precision, recall and f1-score values for classification, bass 
and mcc calculations were made to compare the models.  

As a result of the training, the DenseNet121 model achieved training, validation, 
and test accuracy rates of 96.85%, 94.34%, and 94.03%, respectively. The 
DenseNet169 model achieved training, validation and testing accuracy rates of 
94.77%, 92.74%, and 92.41%, respectively. The ResNet50 model achieved 
training, validation and testing accuracy rates of 88.90%, 86.98%, and 87.37%, 
respectively. The ResNet101 model achieved training, validation and testing 
accuracy rates of 95.81%, 93.28%, and 92.75%, respectively. The MobileNetV2 
model achieved training, validation and testing accuracy rates of 90.61%, 89.33%, 
and 88.99%, respectively. The VGG16 model achieved training, validation and 
testing accuracy rates of 98.05%, 93.49%, and 94.45%, respectively. The Xception 
model achieved training, validation and testing accuracy rates of 99.73%, 96.16%, 
and 95.73%, respectively. The InceptionV3 model achieved training, validation 
and testing accuracy rates of 98.08%, 94.13%, and 95.48%, respectively. When 
the accuracy values are compared, the first three most successful transfer learning 
models are Xception, InceptionV3 and VGG16, respectively. In this study, 
ResNet50 and MobileNetV2 models showed the lowest performance. 

To measure the success of classification models, it is not enough to look at the 
accuracy rates. Therefore, BAS and MCC metrics were also calculated to evaluate 
the performance of each model. The BAS and MCC values calculated for the 
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DenseNet121 model are 90.34% and 85.42%, respectively. The BAS and MCC 
values calculated for the DenseNet169 model are 87.12% and 81.62%, 
respectively. The BAS and MCC values calculated for the ResNet50 model are 
90.32%, and 74.70%, respectively. The calculated BAS and MCC values for the 
ResNet101 model are 88.06%, and 82.31%, respectively. The BAS and MCC 
values calculated for the MobileNetV2 model are 91.72%, and 77.67%, 
respectively. The calculated BAS and MCC values for the VGG16 model are 
93.41%, and 86.59%, respectively. The BAS and MCC values calculated for the 
Xception model are 94.48%, and 89.60%, respectively. The BAS and MCC values 
calculated for the InceptionV3 model are 93.87% and 88.94%, respectively. 
According to BAS and MCC calculations, it is seen that the three most successful 
transfer learning models are Xception, InceptionV3 and VGG16, respectively. 

Because our dataset is not evenly distributed, precision, recall and f1-score metrics 
are also calculated to compare the classification success of the transfer learning 
models. In DenseNet121 model, precision, recall and f1-score metrics calculated 
for Normal class are 0.98, 0.82 and 0.89, respectively, precision, recall and f1-
score metrics calculated for Pneumoni class are 0.93, 0.99 and 0.96, respectively. 
Precision, recall and f1-score metrics calculated for Normal class in DenseNet169 
model are 0.99, 0.74 and 0.85, respectively, and precision, recall and f1-score 
metrics calculated for Pneumoni class are 0.91, 1.00 and 0.95, respectively. 
Precision, recall and f1-score metrics calculated for Normal class in ResNet50 
model are 0.70, 0.97 and 0.82, respectively, and precision, recall and f1-score 
metrics calculated for Pneumoni class are 0.99, 0.83 and 0.90, respectively. 
Precision, recall and f1-score metrics calculated for Normal class in ResNet101 
model are 0.98, 0.77 and 0.86, respectively, and precision, recall and f1-score 
metrics calculated for Pneumoni class are 0.91, 0.99 and 0.95, respectively. In the 
MobileNetV2 model, the precision, recall and f1-score metrics calculated for the 
Normal class are 0.73, 0.98 and 0.84, respectively, and the precision, recall and 
f1-score metrics calculated for the Pneumoni class are 0.99, 0.85 and 0.92, 
respectively. Precision, recall and f1-score metrics calculated for Normal class in 
VGG16 model are 0.90, 0.91 and 0.91, respectively, precision, recall and f1-score 
metrics calculated for Pneumoni class are 0.96, 0.96 and 0.96, respectively. 
Precision, recall and f1-score metrics calculated for Normal class in Xception 
model are 0.94, 0.91 and 0.93, respectively, and precision, recall and f1-score 
metrics calculated for Pneumoni class are 0.97, 0.97 and 0.97, respectively. 
Precision, recall and f1-score metrics calculated for Normal class in InceptionV3 
model are 0.94, .090 and 0.92, respectively, while precision, recall and f1-score 
metrics calculated for Pneumoni class are 0.96, .098 and 0.97, respectively. 
According to the precision, recall and f1-score metrics obtained on the classes, it 
can be said that the Xception, InceptionV3, and VGG16 models have a stable 
classification over 0.90 in both classes. 

In our experiments to compare the performance of transfer learning models in 
chest X-ray dataset classification, it was seen that the Xception model was the 



Osman Güler et al. 
 

 

DOI: 10.33969/AIS.2019.11001 123 Journal of Artificial Intelligence and Systems 
 

most successful model. The InceptionV3 model follows it in second place. 
Experimental results have shown us that models with inception structure perform 
well in training, classification, and recall on an unbalanced dataset. Although 
inception architecture achieves the highest performance, it is seen that other 
transfer learning models also achieve successful results. This shows us that the 
success of transfer learning in classification problems is undeniable. Therefore, 
We can say that his proven models can achieve high performance in different 
problems. 

With transfer learning, we can achieve successful results on different data sets. 
Deep transfer learning models with different structures can be used alone or in 
combination with various methods to solve various problems. Future studies can 
be conducted on the performance of a deep learning architecture consisting of a 
combination of different transfer learning models in classification problems, 
especially in medical imaging. 
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