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Towards the realization of a super-smart society, AI analysis methods that preserve the privacy of big data in cyberspace are
being developed. From the viewpoint of developing machine learning as a secure and safe AI analysis method for users, many
studies have been conducted in this field on 1) secure multiparty computation (SMC), 2) quasi-homomorphic encryption, and 3)
federated learning, among other techniques. Previous studies have shown that both security and utility are essential for machine
learning using confidential data. However, there is a trade-off between these two properties, and there are no known methods that
satisfy both simultaneously at a high level.

In this paper, as a superior method in both privacy-preserving of data and utility, we propose a learning method based on
distributed processing using simple, secure, divided data and parameters. In this method, individual data and parameters are
divided into multiple pieces using random numbers in advance, and each piece is stored in each server. The learning of the
proposed method is achieved by using these data and parameters as they are divided and by repeating partial computations on
each server and integrated computations at the central server. The advantages of the proposed method are the preservation of
data privacy by not restoring the data and parameters during learning; the improvement of usability by realizing a machine
learning method based on distributed processing, as federated learning does; and almost no degradation in accuracy compared to
conventional methods. Based on the proposed method, we propose backpropagation and neural gas (NG) algorithms as examples
of supervised and unsupervised machine learning applications. Our numerical simulation shows that these algorithms can achieve
accuracy comparable to conventional models.

Index Terms—machine learning, secure divided data, distributed processing, federated learning, neural networks, and neural gas.

I. INTRODUCTION

Considerable effort is being undertaken towards the real-
ization of a sustainable society via the pursuit of Sustainable
Development Goals (SDGs), which consist of 17 global goals
and 169 success criteria [1], [2]. To promote a sustainable
society from the industrial side in line with these SDGs as
guidelines, Japan has established the theme of Society 5.0. In
the super-smart society of the Society 5.0 vision, cyberspace
and physical space (the real world) have become highly inte-
grated, and artificial intelligence (AI) existing in cyberspace
instantly finds relevant information according to emerging
situations and provides the results of automated analysis to
the real world [3], [4]. In Society 5.0, a massive amount of
information from real-world sensors and IoT devices such
as smartphones continually accumulates in cyberspace. In
cyberspace, AI analyzes this big data to meet individual needs.
As a result, useful information is quickly brought to the real
world.

In such a super-smart society, while significant contribu-
tions to “comfortable living conditions,” “promotion of public
health,” and “support for the independence of the elderly”
are expected, “digital divide,” “insufficient ability to explain
information from AI,” “invasion of privacy” and “strengthen-
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ing systems of control over persons” are the demerits [5]–
[7]. How, then do we construct a super-smart society while
preventing privacy violations and maintaining personal auton-
omy? To solve this problem, the development of an AI analysis
method that preserves the privacy of big data in cyberspace
is required. In this study, this is referred to as advanced AI
processing. Therefore, in this field, many studies have been
conducted on advanced AI methods for performing machine
learning while maintaining user safety and security [5]–[7].

The development of a technology that performs compu-
tational processing while maintaining data confidentiality is
a design goal of big data processing architectures in cloud
computing and edge network system, which comprise the
infrastructure that will be leveraged to execute AI processing
in the Society 5.0 model. From the definition of computer se-
curity as described in [8], data privacy is achieved through data
confidentiality, while the fundamental goal of data security
is to achieve the three goals of data confidentiality, integrity,
and availability. Data privacy mechanisms are being actively
developed for machine learning from a security point of view
including privacy, and representative existing methods include,
1) secure multiparty computation (SMC) [9]–[12], 2) quasi-
isomorphic encryption [13], [14], and 3) federated learning
(FL) [15]–[17].

Method 1) first divides the data into multiple pieces using
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random numbers and stores each in each server. Then, using
the data pieces of each server, cooperative calculations are
performed between servers while maintaining the confiden-
tiality of the data. Because the data are processed using only
operations that preserve confidentiality while in a divided state,
data confidentiality is preserved [9]–[12].

Method 2) first encrypts each data sample. Next, the desired
calculation is performed using the encrypted data, and finally,
the computation is completed by decrypting the final result.
Therefore, the approach requires an encryption method that
allows the calculation to be performed while the data are
encrypted [13], [14].

Method 3) uses a single central server and multiple servers.
In this method, the dataset is partitioned into multiple subsets,
and each subset is stored on each server. Machine learning is
performed independently on each server, and the results are
sent to the central server. The central server integrates these,
calculates the results for all data, and sends the results to each
server. The calculation process for obtaining the partial result
on the servers and the total result on the central server is
repeated. In this process, each server uses only its own data
for the calculation, and the data are not sent out from the
server. Therefore, the confidentiality of the data is considered
guaranteed [15]–[17]. FL has been applied to many appli-
cations such as mobile keyboard prediction [28], prediction
using medical data [29], low-latency communication [30] and
anomaly detection [31].

In these cases, Methods 1) and 2) strictly preserve data
confidentiality by using data encryption and random numbers,
and Method 3) partitions all data into subsets and distributes
them to each server to distribute the data. This method
executes learning by distributed processing without sending
the data from each server. Each approach has advantages and
disadvantages. Methods 1) and 2) are extremely confidential
in terms of security. However, their utilization in machine
learning is limited in application. For this reason, it has been
studied to increase the utility of SMC. For example, methods
with partially reduced communication and computation costs
[19], [20] and a management framework to facilitate SMC
deployment [32] have been proposed. Method 3) is highly
utilizable for many machine learning problems owing to the
simplicity of the procedure. It is also highly adaptable to
edge computing for IoT. However, the security level is low
compared to Methods 1) and 2) [27]. Therefore, many studies
have been done to improve the security of FL, such as [22]–
[26], [33]–[35]. From the viewpoint of ensuring confidential-
ity, cryptographic techniques and perturbation techniques are
mainly used. For the former, hybrid methods with 1) and 2)
have been proposed [21], [23]. The latter techniques are based
on differential privacy [18] using perturbation or noise to the
data, and it has been studied to improve the trade-off between
accuracy and confidentiality [36], [37]. From the above, the
goal of these approaches is to find a balanced method between
the utility and security levels.

In this paper, we propose a learning method that performs
distributed processing using simple, secure, divided data and
parameters. In this method, individual data and parameters are

divided into multiple pieces in advance using random numbers
as in Method 1). Learning is achieved by iteratively performing
independent calculations for each server and integrating the
calculations on the central server. In addition, unlike Method
3), there is no need to train on the entire dataset in each server
and no need to inform each server of the parameters resulting
from training on all the data. Thus, it is possible to learn
with high confidentiality by using divided data and parameters.
Based on these characteristics, the proposed method can be
expected to have a high utilization value and low security risk.

Machine learning aims to estimate the parameters that con-
nect the relationships among data from a given set of source
data. Machine learning methods are divided into two types,
including supervised learning, which learns the relationship
between input and output data, and unsupervised learning,
which approximates the data distribution.

In this paper, as an example of supervised and unsuper-
vised learning, we propose the BP and NG algorithms based
on distributed processing using simple, secure, divided data
and parameters. The remainder of this work is organized as
follows. In Section II, we define the divided data of the
additive and product types as simple, secure, divided data
and parameters for the BP and NG methods. In Section III,
we propose learning methods based on distributed processing
using simple, secure, divided data distributed to each server.
In section III-A, the method of parameter updating for the
proposed methods is theoretically proven to be feasible for
machine learning. In Section IV, we compare the accuracy
of the conventional BP and NG methods with those of the
proposed BP and NG methods by numerical experiments.
Finally, in Section V, we summarize the contributions of this
study to society and discuss future prospects.

II. PRELIMINARIES

In this section, we first explain the concept of computational
methods for distributed processing with divided data. Next,
we explain the data representation used in the conventional
and proposed methods. Furthermore, we introduce the steepest
descent method and explain the BP and NG methods. Finally,
we explain FL as an example of the conventional method using
subsets of data and distributed processing by multiple servers.

A. Secure computation and configuration for cloud and edge
systems

Let us present an outline of distributed processing. Fig.1
shows an example of the system. The system is composed
of L terminals and Q + 1 servers. Let x and f be a (scalar)
data sample and a function, respectively. Each data point x is
divided into pieces, and each piece is sent to each server. In
the case of Fig.1, each data is divided into an addition form.

First, each data point x from each terminal is randomly
divided into Q pieces as x =

∑Q
q=1 xq . A piece xq is sent

to Server q. Each function fq(xq) is calculated in Server q,
and the result is sent to Server 0, where fq(·) is a function
in Server q. In Server 0, f1(x1), · · ·, fq(xq), · · ·, and fQ(xQ)
are aggregated, and f(x) = ⊙Q

q=1fq(xq) is calculated, where
⊙ is an integrated operation. If the calculation result cannot
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Fig. 1. An example of the proposed system

TABLE I
DATA STRUCTURE OF HPD

Server 1

Server 2

be obtained in one process, multiple processes are repeated. In
these processes, each server q does not use data xq′ of other
server q′ ̸= q.

The problem is defined as that of determining the function
fq in each server and the operation ⊙ in Server 0.

B. Data representation for the conventional and the pro-
posed methods

In this section, horizontally partitioned data (HPD), which
is data structures used in conventional method such as FL, is
explained using an example, as shown in Table I [36]–[38],
and data structure of the proposed method is introduced.

First, let us explain HPD. In Table I, the grades a and b of
five subjects (Subject) A and B with IDs from 1 to 5 are given.
The purpose of the calculation is to determine the average
score for each subject. All the data are stored in two servers,
Server 1 and Server 2, as follows.

Server 1: dataset for ID=1, 2, 3.
Server 2: dataset for ID=4, 5.

In this case, the average of data subsets A and B in Server
1 is calculated as (50 + 40 + 65)/3 and (80 + 50 + 30)/3,
respectively. Similarly, the average of data subsets A and B
in Server 2 is computed as (70 + 80)/2 and (62 + 40)/2,
respectively. As a result, we obtain 61.0 and 52.4 as the
averages of subsets A and B, respectively. In this case, each
data point is not encrypted, but each server possesses only
about half of the total data, which is more secure than the case
in which all data are stored by a single server. In addition, as
the number of servers increases, security increases.

Further, based on the data in Table I, we use Table II to
describe the simple, secure, divided data used in this study
[39], [40]. Unlike the conventional method, the proposed
method stores data as divided data on each server. The number
of servers storing the data was set to two, as shown in TableI.

We divide the real numbers a and b in the form of sum and
product, a = a1 + a2 = A1A2 and b = b1 + b2 = B1B2,
respectively. Here, a1, a2, A1, A2, b1, b2, B1, and B2 are real
values chosen at random, a1, b1, A1, A1, B1, A1, and B1

are stored in Server 1, and A2, B2, A2, and B2 are stored in
Server 2. For example, the real numbers a and b are divided
as follows.
a = a1 + a2 : a1 = a(r1/10), a2 = a(1− r1/10)
b = b1 + b2 : b1 = b(r1/10), b2 = b(1− r1/10)
a = A1A2 : A1 =

√
a(r2/10), A2 =

√
a(10/r2)

b = B1B2 : B1 =
√
b(r2/10), B2 =

√
b(10/r2).

Let r1 and r2 be randomly chosen real numbers satisfying
−9≤r1≤9, r1≤1, 0.2≤r2≤9, and r2≤1, respectively.

For example, for data ID=1, a1 = 50×(4/10) = 20, a2 =
50×(1 − 4/10) = 30, A1 =

√
50×(9/10) = 6.31, A2 =√

50×(10/9) = 7.86.
Let us explain the calculation of the sum and mean of

subject A. In Server 1, the sum of items a1 is obtained, and
in Server 2, the sum of items a2 is obtained. In this example,
the sum of items a1 is −23, and the sum of items a2 is
328. By finding these sums, we can obtain the sum of a,
−23 + 328 = 305. Similarly, by using the mean of −4.6
for a1 and the mean of 65.6 for a2, we can obtain the mean
of a, −4.6 + 65.6 = 61. In this case, each data sample is
divided using random numbers, and the server can perform
the calculation by using each piece of data and integrating the
results.

In general, using such an additive or product data decom-
position method, the following relation holds.
1) a+ b = (a1 + b1) + (a2 + b2)
2) a− b = (a1 − b1) + (a2 − b2)
3) ab = (A1B1)(A2B2)
4) a/b = (A1/B1)(A2/B2)

Using the above formulas, we can perform the four arith-
metic operations on a and b using only randomly selected real
numbers a1, a2, A1, A2, b1, B2, B1, and B2, without decoding
a and b, and use the results of the computation on each server.

C. Steepest Descent Method

Machine learning aims to estimate the input-output relation-
ship for a given learning data by estimating the parameters for
a model. This section explains the steepest descent method
(SDM) to estimate parameters [41], [42].

SDM is a method designed to find the parameter θ that
minimizes the objective function J(θ).

For the parameters, we repeatedly apply the following
update equations to get close to the appropriate values using
the gradient method.

θ(t+ 1) = θ(t)− η∇J(θ), (1)

where η is the learning coefficient, which is a real number that
determines the step size of the update. In addition, ∇J(θ) is
the amount of update for the parameter θ.

The parameter θ can be used to obtain a local solution of
the function J(θ) by repeating Eq.(1).

If SDM is used for machine learning, three types of learning
methods have been reported in the relevant literature [41]:
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TABLE II
AN EXAMPLE OF SECURE COMPUTATION

Additive form Product form
ID subject A subject B a b A B

a b r1 a1 a2 b1 b2 r2 A1 A2 B1 B2

1 50 80 4 20 30 32 48 9 6.31 7.86 8.05 9.94
2 40 50 −6 −24 64 −30 80 2 1.27 31.62 1.41 35.36
3 65 30 2 13 52 6 24 0.8 0.65 100.78 0.44 68.47
4 70 62 −8 −56 126 −49.6 111.6 5 4.18 16.73 3.94 15.75
5 80 40 3 24 56 12 28 4 3.58 22.36 2.53 15.81

sum 305 262 −23 328 −29.6 291.6
average 61 52.4 −4.6 65.6 −5.92 58.32

online learning, mini-batch learning, and batch learning, de-
pending on how the objective function J in Eq.(1) is given.
We explain them below.

For any natural number i, let Zi = {1, 2, · · ·, i} and Z∗
i =

{0, 1, · · ·, i}. Let D be the set of learning data, and |D| = L. In
addition, the set D is partitioned into D =

⋃N
l=1Bl (Bi∩Bj =

ø) and N subsets B1, · · ·, BN , and |Bl| = bl (l∈ZN ). In this
case, L =

∑N
l=1 bl. The learning method using SDM is as

follows [41]. Let E(X,θ) be the error function of θ for dataset
X . First, we set t = 1.
[Step 1] Select a natural number l∈ZN randomly and deter-
mine a subset Bl of the learning data to be used in updating
the parameters.
[Step 2] Update θ using Eq.(1). Here, we use E(Bl,θ) instead
of J(θ).
[Step 3] Calculate E(D,θ) using the updated parameters θ.
If E(D,θ) is sufficiently small, terminate the algorithm; else,
return to Step 1 as t←t+ 1. 2

This method is called online learning in the case of N = L,
batch learning in the case of N = 1, and mini-batch learning
in other cases.

Machine learning methods based on SDM include the BP
method, k-means method, NG, self-organization map (SOM),
and fuzzy modeling [41]–[43].

D. Neural Network and BP method

Let us explain the BP method, which is a supervised learn-
ing method based on SDM. Here, we describe BP learning for
a three-layered neural network (NN) without loss of generality
[40], [42].

Let h : Jn
in→JR

out be the map constructed by the
NN, where h(x) = (h1(x), · · ·, hR(x)) for x∈Jn

in.
Let Jin = [0, 1] or [−1, 1] and Jout = {0, 1}
herein. In this case, the set of L learning data, X =
{(x(l),d(x(l)))|x(l)∈Jn

in,d(x
(l))∈JR

out, l∈ZL}, is used to de-
termine the weights W = {wij |i∈ZP , j∈Z∗

n} and V =
{vsi|s∈ZR, i∈Z∗

P }, which are parameters of NN. Here,
d(x(l)) =

(
d1(x

(l)), . . ., dR(x
(l))
)

represents the output of
the supervised data for input x(l). In this case, an output of
NN is calculated as follows.

yi(x) =
1

1 + exp
(
−
(∑n

j=0 wijxj

)) , (2)

⋮

⋮

⋮

⋮

Fig. 2. An example of three-layered neural network

hs(x) =
1

1 + exp
(
−
(∑P

i=0 vsiyi(x)
)) . (3)

where x0 = 1, y0 = 1, and wi0 and vs0 are thresholds for
each layer.

To determine the weights, the mean square error (MSE) for
the learning data was used as the evaluation function for the
BP method. In this case, the evaluation function is defined as
follows.

E(X,W, V ) =
1

2L

L∑
l=1

R∑
s=1

(
ds(x

(l))− hs(x
(l))
)2

, (4)

where X , W , and V are the sets of learning data and weights,
respectively.

The purpose of the BP method is to minimize the evaluation
function in Eq.(4). Using the Eqs. (5) and (6), wij ∈ W and
vsi ∈ V are updated based on the BP. The flowchart of BP is
shown as in Fig. 3 [42], where X , Tmax, θ, and α denote the
set of learning data, the maximum number of learning times,
thresholds, and learning rates, respectively.

∆wij = α

R∑
s=1

(ds(x
(l))− hs(x

(l)))(1− hs(x
(l)))vsi

× yi(x
(l))(1− yi(x

(l)))x
(l)
j (5)

∆vsi = α(ds(x
(l))− hs(x

(l)))hs(x
(l))

× (1− hs(x
(l)))yi(x

(l)) (6)

E. NG and k-means methods

In this section, we explain the NG method, which is an
unsupervised learning method based on the SDM. Vector
quantization approximates a large amount of data with a small
amount of data by extracting features. There are many known
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Fig. 3. Algorithm of BP

methods for vector quantization, of which NG and k-means
are the most representative. Below, we explain the NG and its
special case, the k-means method [43].

Vector quantization techniques encode a data space, e.g., a
subspace X⊆Rd, utilizing only a finite set W = {wi|i∈Zr} of
reference vectors (also called cluster centers), where |X| = L,
d and r are positive integers.

Let ei(x) ∈ Z∗
r−1 be the neighborhood rank of wi in W

with respect to closeness to x. That is, wi is the (ei(x)+1)-th
nearest vector to x in W . Each parameter wi ∈W is updated
by the following ∆wi.

∆wi = ε· exp(−ei(x)/λ)·(x−wi), (7)

where ε∈[0, 1] and λ is a positive real number. Eq.(7) indicates
that the closer an element of W is to the input x, the closer
it is to x. The set W approximates X by minimizing E.

For NG, this approximation is achieved by solving the
minimization problem of the evaluation function E, as shown
below.

E =
∑

x(l)∈X

r∑
i=1

exp(−ei(x)/λ)∑r
i′=1 exp(−ei′(x)/λ)

||x(l) −wi||2 (8)

If λ→0, the method becomes the k-means method, which
means that only the elements of W closest to the input x are
brought close to x. For a given x, the set W approximates X
by repeatedly updating the elements of W that are closest to
it.

The NG method is shown as in Fig. 4 [43], where Tmax

denotes the maximum number of learning times.

F. Federated Learning

Let us explain FL as a conventional learning method [15]–
[17]. It is assumed that the system consists of Q + 1 servers
as in Fig. 1 and Server 0 is the central server. Initially, the
data set X is partitioned into Q subsets and stored in each

Fig. 4. Algorithm of NG

server, where |X| = L. Let Bq be a subset for Server q, where
X =

⋃Q
q=1 Bq . Server q uses its own dataset Bq to calculate

the gradient coefficient of the parameter for this dataset. The
number of elements in each dataset is |Bq| = nq . The gradient
coefficients of each server are sent to Server 0, where they are
integrated, and the learning parameters for the data set X are
updated. This result is sent to each server, and the gradient
coefficients are updated using this result. In the same way,
integrating the results and updating the parameters of Server
0 and the gradient coefficients of each server are repeated.
Let C and Q be the rate for server selection and the number
of servers, respectively. Then, a fundamental FL algorithm
FedSGD described in [17] is shown below.

[Algorithm of FL] FedSGD(X , P )
Input : The set X of learning data
Output : The set P of parameters
[Step 1]

Select r = ⌈C × Q⌉ servers from Q servers. Let kj∈ZQ

(j = 1, · · ·, r) be the number of j-th selected server.
[Step 2]

In each server kj , calculate gkj
= F (p,Bkj

)(p∈P ), and
send it to Server 0.
[Step 3]

In Server 0, update the parameter p∈P as Eq.(9) and send
it to each server.

p←p− α

r∑
j=1

nkj

L
gkj

(9)

[Step 4]
Update the parameter p∈P in each server.

[Step 5]
If the learning completion condition is satisfied, the algo-

rithm terminates. Otherwise, go to Step 1. 2
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If C = 1, the model is called a synchronous model;
otherwise, if C ̸=1, the model is called an asynchronous model.

Table III shows the algorithm of FedSGD. On the method,
each server stores Bq and does not store other data. In Table
III, Q sets of learning data are not integrated. Therefore, the
proposed method is more secure than the case where all the
data is held in a single server.

III. SECURE LEARNING METHOD BY USING DIVIDED DATA

In this section, we propose a learning method for distributed
processing using simple, secure, divided data as a fourth
method to preserve privacy. The features of the proposed
method are as follows.

1) The learning data are randomly divided and placed on
each server to realize learning in a distributed environ-
ment. The original data is never used during the training.
In other words, a large amount of data owned by users
can be used for machine learning while they are securely
stored in the servers.

2) Divided parameters are securely stored in the servers.
They are updated on each server but not exchanged
throughout the learning process.

3) The results (parameters) can be retrieved at any point in
time.

In Section III-A, we show that such a method of updating
parameters is feasible for machine learning. That is, we show
that the integration of partial updates of divided parameters by
divided data progressively reduces the overall error (objective
function). In Sections III-B and C, we propose BP learning
and NG (k-means) methods based on this learning. The for-
mer, an example of supervised learning, estimates parameters
that approximate input-output relations while maintaining the
confidentiality of the learning data. The latter is an example of
unsupervised learning in which a small number of parameters
approximates the distribution of the given learning data. In
Section III-D, we compare the conventional and proposed
methods and clarify their characteristics. Throughout this
section, we show why the proposed method can achieve a very
high level of confidentiality. The reason is that the proposed
method stores data on servers in a segmented state whereas
conventional methods, including FL, store data on servers as
they are.

A. SDM using divided data and parameters
In this section, the proposed method of parameter updating

is theoretically proven to be feasible for machine learning. In
the proposed method, the learning data and parameters are
divided in advance and stored in each server. The proposed
method performs learning by repeating the process of inte-
grating the results of the parameters updated by each server
at the central server. Then, we consider whether the steepest
descent method that updates and integrates divided parameters
work wells overall. In other words, does the overall error
progressively decrease as learning proceeds? As described in
Section II-C, the parameter update equation of the steepest
descent method is generally given as follows [41].

dθi
dt

= −∂E

∂θi
for i = 1, · · ·,m, (10)

where E is the objective function and m is the number of
parameters.

If the parameter is divided into Q pieces,

θi = g(θi1, · · ·, θiQ) for i = 1, · · ·,m. (11)

That is, θi is defined as the function of divided parameters.
The updated equation of the divided parameters for this model
is assumed as follows.

dθiq
dt

= − ∂E

∂θiq
for i = 1, · · ·, n, q = 1, · · ·, Q (12)

In this case, the following relation holds.

dE

dt
≤0, (13)

where equality holds if the right-hand side of Eq.(12) is zero.
Because the left-hand side of Eq.(13) can be rewritten as
follows.

dE

dt
=
∑
i,q

∂E

∂θi

∂θi
∂θiq

dθiq
dt

. (14)

Then, we rewrite Eq.(12) as follows.

dθiq
dt

= −∂E

∂θi

∂θi
∂θiq

for q = 1, · · ·, Q. (15)

By using it, we rewrite Eq.(14) as follows:.

dE

dt
= −

∑
i,q

(
∂E

∂θi
× ∂θi
∂θiq

)2

≤0. (16)

This result shows that the update of the divided parameters
on each server (Eq.(12)) leads to a reduction in the overall
error (Eq.(16)). Based on this result, we propose to update
the divided parameters instead of the original non-divided
parameters.

B. Distributed system with secure divided data and param-
eters for BP

It is assumed that the system consists of Q+1 servers as in
Fig. 1 and Server 0 is the central server. In this section, any
learning data (x(l),d(x(l)))∈X is divided into Q pieces and
they are stored in each server as follows [39], [40].

x
(l)
j = ΠQ

q=1x
(l)
jq , (17)

ds(x
(l)) =

Q∑
q=1

dsq(x
(l)). (18)

Each weight of the sets W and V is divided in the same
manner into Q pieces and stored in each server as follows.

wij = ΠQ
q=1wijq, (19)

vsi = ΠQ
q=1vsiq. (20)

Let Wq = {wijq|i∈ZP , j∈Z∗
n} and Vq = {vsiq|s∈ZS , i∈Z∗

P }.
Let ΠQ

q=1x0q = 1.
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TABLE III
ALGORITHM OF FEDSGD

Server 0 Server q (q∈ZQ)
Initialize Initialize {wij , vsi} and send the results to each server. Store Bq⊆X . Store {wij , vsi}.
Step 1 Set t←0
Step 2 Select U⊆ZQ and send the results to each server.
Step 3 If q∈U , based on Eqs.(2) and (3), calculate

∆1ijq = α
∑

x(l)∈Bq

∑R

s=1
(ds(x(l))− hs(x(l)))(1− hs(x(l)))vsi

×yi(x(l))(1− yi(x
(l)))x

(l)
j ,

∆2siq = α
∑

x(l)∈Bq
(ds(x(l))− hs(x(l)))hs(x(l))(1− hs(x(l)))yi(x

(l))

and send the results to Server 0.
Step 4 Calculate ∆3ij =

∑
q∈U

∆1ijq×|Bq |/|X| and
∆4si =

∑
q∈U

∆2siq×|Bq |/|X| and
send to each server.

Step 5 Update {wij , vsi} as follows :
wij←wij +∆3ij

vsi←vsi +∆4si

Calculate Eq as follows and send the results to Server 0.

Eq =
∑

x∈Bq

∑R

s=1

(
ds(x(l))− hs(x(l))

)2
Step 6 Calculate E = 1

L

∑Q

q=1
Eq . If E < θ or t = Tmax,

the algorithm terminates. Set t←t+ 1 and
go to Step 2.

An output of the NN for the divided data, based on Eqs.(17),
(18), (19), and (20) is calculated instead of Eqs.(2) and (3) as
follows.

yi(x) =
1

1 + exp
(
−
(∑n

j=0 Π
Q
q=1wijqxjq

)) . (21)

Furthermore, yi is divided into yi = ΠQ
q=1yiq (i∈Z∗

P ), and
yiq is sent to each server. Let ΠQ

q=1y0q = 1. An output hs(x)
of the NN is calculated in Server 0 as follows.

hs(x) =
1

1 + exp
(
−
(∑P

i=0 Π
Q
q=1vsiqyiq

)) . (22)

The output hs(x) is divided into hs(x) =
∑Q

q=1 hsq(x), and
hsq(x) is sent to Server q.

In this case, the MSE for the set of learning data is
calculated as follows.

E(X) =
1

2L

L∑
l=1

R∑
s=1

(
Q∑

q=1

(dsq(x
(l))− hsq(x

(l)))

)2

. (23)

Based on BP, each of the weights wijq (i∈ZP , j∈Z∗
P ) and

vsiq (s∈ZR, i∈Z∗
P ) is updated instead of Eqs.(5) and (6) as

follows [40].

∆wijq = α
∑

x(l)∈B

R∑
s=1

(
Q∑

q=1

(dsq(x
(l))− hsq(x

(l)))

)
× (1− hs(x

(l)))ΠQ
q=1vsiqyiq(x

(l))(1− yi(x
(l)))

× (ΠQ
q=1wijqx

(l)
jq )/wijq, (24)

vsiq = α
∑

x(l)∈B

Q∑
q=1

(dsq(x
(l))− hsq(x

(l)))hs(x
(l))

× (1− hs(x
(l)))(ΠQ

q=1yiqvsiq)/vsiq.

(25)

Note that, unlike the conventional method, the right-hand side
of Eqs. (24) and (25) involve factors of 1/wijq and 1/vsiq .

The outline of the learning method based on the divided
data shown here is as follows. Note that each parameter p∈P
is assumed to be divided into p = ΠQ

q=1pq .

[The outline of the proposed BP method]
Input : The set X of learning data
Output : The set P of parameters
[Step 1]

All data and parameters are divided into multiple pieces,
and each is sent to Server q∈ZQ. Let Xq be the set of data
sent to Server q and Pq be the set of parameters of Server q.
[Step 2]

Select the set of data B⊆X to be used to update the
parameters. Let B1, · · ·, BQ be the set of data obtained from
B.
[Step 3]

In Server q for q∈ZQ, compute gq = F (pq, Bq) for pq∈Pq
and sends it to Server 0.
[Step 4]

In Server 0, gq is integrated, and the update amount ∆p is
calculated and sent to Server q for q∈ZQ.
[Step 5]

In Server q, update pq∈Pq as follows.

pq←pq +∆p/pq (26)

[Step 6]
If the learning completion is satisfied, the algorithm termi-

nates. Otherwise, go to Step 2. 2

Table IV shows the detailed algorithm of the proposed BP
method. The algorithm is online learning if |B| = 1, batch
learning if |B| = |X|, and mini-batch learning if |B| < |X|.
All data and parameters are randomly divided and sent to each
server. The algorithm in Table IV is as follows. In Step 2, each
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server calculates the product of the weights and inputs. In Step
3, Server 0 calculates the outputs of the intermediate layer
by integrating the products of Step 2, divides the calculated
output, and sends them to each server. In Step 4, each server
calculates the product of the weights and outputs of the
intermediate layer. In Step 5, Server 0 calculates the outputs
of the output layer by integrating the results of Step 4, divides
randomly each output, and sends them to each server. In Step
6, each server calculates the differences between the learning
data and the output layer’s outputs and sends them to Server
0. In Step 7, Server 0 calculates the error of NN by using the
differences obtained in Step 6 and judges whether learning
has been completed. If not, Server 0 determines the subset
U of data numbers used in the following learning process. In
addition, Server 0 calculates the error for the learning data
corresponding to subset U , calculates the update amounts,
and sends them to each server. Finally, in Step 8, each server
updates its own parameter. Note that the constant a in Step 6
is used to keep the output data secret from Server 0.

In Table IV, the number of computations and the number
of communications between servers are kept low by updating
the weights when computing MSE (Step 7).

C. Distributed system with secure divided data and param-
eters for NG

It is assumed that the system consists of Q+1 servers as in
Fig. 1 and Server 0 is the central server. We propose the NG
algorithm as an unsupervised learning method using simple,
secure, divided data. The k-means method can be realized as
a special case of NG. To realize NG, we must 1) determine
the neighborhood rank of each element wi of the set W of the
reference vectors with respect to the input data x(l), and 2)
update all elements wi of the set W . The two steps of updating
wi are realized using the distributed processing method. The
initial condition is that each element of the divided data of
input x(l) and reference vector wi is stored in each server,
where x(l) = (x

(l)
1 , · · ·, x(l)

j , · · ·, x(l)
n ), x(l)

j =
∑Q

q=1 x
(l)
jq , and

wi = (wi1, · · ·, wij , · · ·, win), wij =
∑Q

q=1 wijq.

[The outline of the proposed NG method]
Input : The set X = {x(l)∈Rn|l∈ZL} of learning data
Output : The set W = {wi∈Rn|i∈Zr} of reference vectors
[Step 1]

Calculate the neighborhood rank ei(x) for the input data
x(l) and the reference vector wi ∈ W . To achieve this,
calculate the distance D between input data and reference
vector in each server and integrate in Server 0 as follows.

D
(l)
ijq =

(
x
(l)
jq − wijq

)
(27)

(j = 1, · · ·, n, q = 1, · · ·, Q).

In Server 0, calculate as follows.

||x(l) −wi||2 =

n∑
j=1

(
Q∑

q=1

D
(l)
ijq

)2

(28)

[Step 2]

Update each element wi of W for x(l) using the following
formula. In this case, because both x(l) and wi use an additive
form in the data division, we have the following. ∂wij

∂wijq
= 1,

or ∂
∂wijq

∑Q
q=1 wijq = 1.

∆wijq =
∂E

∂wijq
=

∂E

∂wij

∂wij

∂wijq

= ε· exp(−ei(x(l))/λ)·(x(l)
j − wij) (29)

[Step 3]
Repeat Steps 1) and 2) if learning completion conditions is

not satisfied. 2

Table V shows the detailed algorithm of the proposed NG.
The maximum number Tmax of learning times is given in
advance. The data and reference vectors were divided and
stored in each server. In Step 1, the set U of the natural
numbers is selected randomly. In Step 2, we calculate D

(l)
ijq in

each server and send it to Server 0. In Step 3, we calculate the
update amount ∆wijq of reference vector wijq by integrating
D

(l)
ijq in Server 0 and send it to each server. In Step 4, the

reference vectors are updated. In Step 5, if the learning time
t arrives at Tmax, the algorithm terminates.

D. Differences between the proposed and conventional
methods

Conventional machine learning methods with privacy-
preserving or secret data including 1) SMC, 2) quasi-
homomorphic encryption, and 3) federated learning [10], [13],
[15] are compared with the proposed method.

In Method 1), each data sample is first divided into several
pieces using a random number, and each piece is stored in each
server. Then, the cooperative calculation is repeated among
the servers using each piece of data held by each server.
In this case, the data is kept divided, and the cooperative
computation among servers performs learning by using only
the operations that preserve confidentiality so that privacy is
strictly preserved. In addition, this method can be applied to
all the problems considered, in principle. However, as the
scale of the problem and the amount of data increases, the
method requires more computation time, limiting its utilization
to various problems [22].

In Method 2), the data are first encrypted. Next, the neces-
sary calculations for machine learning were performed using
the encrypted data, and the final results were decrypted to
perform the calculations. In this method, our goal is to find an
encryption method that enables us to perform the computation
when the data are encrypted. Similar to Method 1), it strictly
protects privacy, but its utilization in various machine learning
problems is limited [26].

In Method 3), the dataset is first partitioned into several
subsets, each of which is stored in a server. Then, each
server performs the necessary machine learning computations
independently using these subsets and sends the results to
the central server. In the following, the computation process
is repeated to obtain partial results at each server and the
overall result at the central server. In this method, the overall
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TABLE IV
ALGORITHM OF THE PROPOSED BP METHOD (ONLINE, BATCH, AND MINI-BATCH LEARNING)

Server 0 Server q (q∈ZQ)

Initialize Store {x(l)
jq |l∈ZL, j∈Zn}, {dsq(x(l))|l∈ZL, s∈ZR}.

Initialize {wijq |i∈ZP , j∈Z∗
n}, {vsiq |s∈ZR, i∈Z∗

P }.
Step 1 t←0

Step 2 Calculate wijqx
(l)
jq (l∈ZL, i∈ZP , j∈Z∗

n) and send to
Server 0.

Step 3 Calculate yi(x
(l)) as Eq.(21) and divide as yi = ΠQ

q=1yiq .
Send yiq(q∈ZQ) to each server.

Step 4 Calculate vsiqyiq (s∈ZR, i∈Z∗
P ) and send to Server 0.

Step 5 Calculate hs(x(l)) (s∈ZR) as Eq.(22). Divide hs(x(l)) =

ΠQ
q=1hsq(x(l)) and send hsq(x(l)) (q∈ZQ) to each server.

Step 6 Calculate a(dsq(x(l))− hsq(x(l))) (s∈ZR) and send
to Server 0.

Step 7 Calculate E(X,W, V ) using Eq.(23). If E < θ or t = Tmax,
the algorithm terminates. Otherwise, select U⊆ZL

randomly and calculate p1ij and p2si as follows :
p1ij =

∑
l∈U

∑R

s=1

∑Q

q=1
a(dsq(x(l))− hsq(x(l)))hsq(x(l))

×(1− hs(x(l)))vsiyi(x
(l))(1− yi(x

(l)))(ΠQ
q=1wijqx

(l)
jq ),

p2si =
∑

l∈U

∑Q

q=1
a(dsq(x(l))− hsq(x(l)))hs(x(l))

×(1− hs(x(l)))(ΠQ
q=1yiqvsiq)

p1ij and p2si are sent to each server.
Step 8 Using p1ij , p2si, update {wijq |i∈ZP , j∈Z∗

j }
and {vsiq |s∈ZR, i∈Z∗

P } as follows.
wijq←wijq + αp1ij/awijq

vsiq←vsiq + αp2(i)/avsiq
Set t←t+ 1 and go to Step 2.

TABLE V
ALGORITHM OF THE PROPOSED NG METHOD.

Server 0 Server q

Initialize Determine the values εint, εfin. Set t = 1. Store {x(l)
jq |l∈ZL, j ∈ Zn}. Initialize {wijq |i∈Zr, j ∈ Zn}.

Step 1 Select the set of natural numbers U⊆ZL randomly and
send to each server.

Step 2 Calculate D
(l)
ijq = (x

(l)
jq − wijq) (l∈U, i∈Zr, j∈Zn)

and send to Server 0.
Step 3 Based on Eq.(28), calculate exp(−ei(x(l))/λ) and

∆wij = εint

( εfin

εint

) t
T
∑

l∈U
exp(−ei(x(l))/λ)

∑Q

q=1
D

(l)
ijq

and send to each server.
Step 4 Update {wijq |i∈Zr, j∈Zn} as follows.

wijq←wijq +∆wij

Step 5 If t = Tmax, the algorithm terminates. Otherwise, Set
t←t+ 1 and go to Step 2.

problem is decomposed into several smaller problems, and the
overall solution is repeatedly estimated using the results of
each problem. This method can respond flexibly to the scale
of problems and data by increasing the number of partitions.
Security issues due to the exchange of data between servers
have been pointed out [27]. Furthermore, with respect to these
studies, many studies have improved the usability of SMC, and
many models have been proposed to improve the problem of
FL [19]–[21].

In the proposed method, each of data and parameters is
divided into several pieces using a random number and stored
in each server. Learning is achieved by repeatedly executing
independent partial computations on each server and the exact
integrated computations on the central server. Therefore, this
method is highly useful for many machine learning problems,

such as FL. In addition, this method is more secure than FL be-
cause it learns from the divided data and parameters instead of
the entire dataset itself in each server, as in FL. In our model,
the user is on Server 0, and the divided data and parameters
are deposited on other servers in a distributed manner. The
malicious adversary is assumed to reside on the server where
the data is deposited. Since the data and parameters remain
divided, confidentiality is maintained against the adversary on
the server hosting the data. Another possible security threat is
related to integrity, such as data tampering. This issue is to be
addressed in the future.

In summary, Methods 1) and 2) are designed to realize
machine learning while strictly preserving confidentiality by
using data encryption and random numbers, whereas Method
3) and the proposed method distribute the data to each server
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TABLE VI
THE DATASET FOR PATTERN CLASSIFICATION

Iris Wine Sonar BCW Spam
#data : L 150 178 208 683 4601
#input : n 4 13 60 9 57
#output : R 3 3 2 2 2

and execute learning by distributed processing without taking
the data itself out of the server. Therefore, Methods 1) and
2) are highly secure, but their usability in various machine
learning problems is limited. Method 3) and the proposed
method are efficiently utilized in many machine learning
problems and are also highly adaptable to edge computing for
IoT applications. However, the security level of the proposed
method is lower than that of Methods 1) and 2). Therefore,
Method 3) and the proposed method can be combined with
Methods 1) and 2), and methods such as differential privacy
to enhance confidentiality. Comparing the security level of
the proposed method with that of Method 3), the proposed
method, which does not directly use data to perform learning,
is superior. From these results, we can say that the performance
of the proposed method is in the middle of Methods 1), 2) and
3). Furthermore, from the viewpoint of safe and secure long-
term storage of big data, Method 1) and the proposed method
are superior to Method 3). Through the numerical experiments
in Section IV, it is shown that the proposed method based on
distributed processing using SDM with divided data has the
same level of accuracy as the conventional learning method
using all data as it is.

IV. NUMERICAL SIMULATIONS

In this section, we compare the learning accuracies of the
proposed method with those of the conventional methods
and the FL through numerical experiments on benchmark
problems. In Table VI, #data, #input, and #class mean the
numbers of data, input, and class for each data, respectively.

A. Simulation for the proposed BP

To demonstrate that the proposed BP can achieve sufficient
accuracy compared to the conventional method, we classify the
five benchmark datasets, Iris, Wine, Sonar, BCW, and Spam
[44]. In this section, P = 10 and R = 3 for Iris and Wine,
and R = 2 for Sonar, BCW, and Spam in Eqs.(2) and (3). In
the proposed method, Q = 3 and a = 1. In this simulation,
5-fold cross-validation as the evaluation method is used. For
each method, the maximum number of learning iterations
is Tmax = 50000, and the learning rates are Kw = 0.01
and Kv = 0.01. If the learning time is Tmax or the mean
square error (MSE) is less than the threshold, each algorithm
terminates. The threshold is θ = 3.0×10−2 for Iris and Wine,
θ = 4.0×10−2 for Sonar and BCW, and θ = 1.0×10−1 for
Spam, respectively.

After learning, we compared the conventional and proposed
BP methods in terms of the misclassification rate and the
number of learning times.

TABLE VII
RESULTS OF SIMULATIONS USING CONVENTIONAL AND PROPOSED BP

METHODS

Iris Wine Sonar BCW Spam
A1 Learn(%) 2.41 0.51 1.81 2.38 6.34

Test(%) 3.77 1.75 16.71 2.93 7.02
LT 48799 24468 49211 25448 50000

A2 Learn(%) 1.73 0.50 1.19 2.34 6.18
Test(%) 3.23 2.28 17.55 3.01 7.24

LT 15371 1681 5150.08 920 4007
A3 Learn(%) 1.71 0.53 1.28 2.31 5.86

Test(%) 2.83 2.06 15.74 2.91 6.70
LT 28108 5004 12722 2884 2569

B1 Learn(%) 2.45 0.53 1.77 2.37 8.19
Test(%) 3.20 2.08 16.43 2.89 8.59

LT 48462 24411 49285 26006 50000
B2 Learn(%) 1.66 0.54 1.19 2.30 6.18

Test(%) 3.00 1.92 16.05 2.91 7.29
LT 15474 1682 4972 1313 3986

B3 Learn(%) 1.68 0.51 1.17 2.31 5.81
Test(%) 3.07 2.14 16.52 2.86 6.64

LT 27798 5116 12664 3413 4585
C1 Learn(%) 4.02 1.19 3.86 2.30 6.41

Test(%) 4.87 3.58 18.83 2.99 7.19
LT 49474 16333 43298 20489 50000

C2 Learn(%) 2.73 1.23 1.95 2.23 6.14
Test(%) 5.33 3.97 18.14 3.01 6.91

LT 6513 1057 7295 576 901
C3 Learn(%) 1.74 1.12 2.31 2.22 5.96

Test(%) 4.03 3.97 18.38 3.02 6.71
LT 13051 1919 20986 1621 1444

Table VII shows the results of the experiments on online
learning, batch learning, and mini-batch learning. In the table,
A1 is the normal online BP method, A2 is the normal batch
method, A3 is the normal mini-batch BP method, B1 is the
online BP method for HPD, B2 is the batch BP method for
HPD, B3 is the mini-batch BP method for HPD, C1 is the
online BP method using Table IV, C2 is the batch BP method
using Table IV, and C3 is the mini-batch BP method using
Table IV. In the mini-batch BP method, 1/3 of the learning
data are randomly selected to update the weights. Learn and
Test are the misclassification rates (%) for the learning and
the test data, respectively, and LT is the number of times the
weights are updated at the end of learning. The values in Table
VII are the averages of twenty trials each.

The results in Table VII show that the proposed method is
almost as accurate as the conventional BP and BP methods
combined with the conventional BP method.

B. Simulation for the proposed NG

In this section, we show that the proposed method can
achieve sufficient accuracy compared to conventional meth-
ods. To demonstrate that the proposed method can achieve
sufficient accuracy compared to the conventional method, we
perform clustering the five benchmark datasets, Iris, Wine,
Sonar, BCW, and Spam [44], using the conventional NG
method and the proposed NG method.

Here, the number r of reference vectors is 3 in the case
of Iris and Wine and 2 in the case of Sonar, BCW, and
Spam. In the proposed method, we set Q = 3. The maximum
number of learning was set to 15000 for Iris, 18000 for Wine,
21000 for Sonar, 70000 for BCW, and 50000 for Spam. In
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TABLE VIII
CALCULATION RESULTS BY USING CONVENTIONAL AND PROPOSED NG

METHODS

Iris Wine Sonar BCW Spam
A1 GP(%) 4.1 7.0 45.0 3.7 26.8

MSE 2.91 25.53 288.38 200.64 798.24
A2 GP(%) 4.0 6.9 45.3 3.5 26.0

MSE 2.84 24.89 280.95 195.40 782.25
A3 GP(%) 4.0 7.3 45.0 3.5 25.1

MSE 2.84 24.90 281.21 195.49 782.35
B1 GP(%) 4.0 7.0 45.2 3.6 20.8

MSE 2.87 25.07 284.00 198.14 785.84
B2 GP(%) 4.0 6.6 45.1 3.5 25.1

MSE 2.84 24.89 280.94 195.40 782.47
B3 GP(%) 4.0 7.3 44.7 3.5 25.1

MSE 2.84 24.88 280.96 195.44 781.70

the experiments, we considered that learning was completed
when the number of updates of the reference vector reached
the maximum number of learning times.

After learning, we compared the conventional and pro-
posed NG methods in terms of the global purity (GP)
1
L

∑
i∈Zr

maxj∈Zr
(ni,j)×100 (%) and the evaluation function

of Eq.(8), where ni,j is the number of data belonging to the
i-th cluster and the j-th actual class.

The results of our experiments on online, batch, and mini-
batch learning are presented in Table VIII, where A1 is the
conventional online NG method, A2 is the conventional batch
NG method, A3 is the conventional mini-batch NG method,
B1 is the online NG method in Table V, B2 is the batch NG
method in Table V, and B3 is the mini-batch NG method in
Table V. In the mini-batch BP method, 1/3 of the learning
data were randomly selected to update the weights. GP and
MSE are the GP value (%) and the value of Eq.(8). The values
in the table represent the average of 20 trials each.

In Table VIII, the GP and the evaluation function values
(accuracy) of the NG method are equivalent to those of the
conventional methods. Through the numerical experiments in
Section IV, it is shown that the proposed method based on
distributed processing using SDM with divided data has the
same level of accuracy as the conventional learning method
using all data as it is.

V. CONCLUSION

A. Contribution of this study to society

The goal of the SDGs is to build a sustainable society, and
Japan will contribute to this goal through the realization of
a super-smart society, aiming at Society 5.0. How, then, will
safe and secure machine learning, including this research, con-
tribute to super-smart sustainable societies? Water and air are
essential elements for building a sustainable society, and we
have been creating a safe and secure environment for hundreds
of years. On the other hand, since the 20th century, with the
development of computers and communications, individuals
have come to live in direct relationships with the country and
the world. In the past, the relationship between people was
based on the exchange of information in person or by mail.
Today, we live in an age where information can be transmitted
and received instantly across national borders. In this era,

personal information can be easily collected and converted into
big data, and new knowledge and information from these data
will be generated progressively through analysis by AI and
returned to individuals and society. In addition, big data will
be safely stored for subsequent reuse to support a sustainable
society. This is the desired form of the so-called super-smart
society.

What is necessary for the sustainability of the big data pro-
cessing cycle in this society? For this purpose, it is necessary to
create a system environment in which this cycle can be utilized
safely and securely. Many studies on machine learning for pri-
vacy preservation, including the present work, will contribute
to the construction of infrastructure in this field, and users
will be freed from anxiety regarding personal identification
and information leakage in the cycle of providing individual
information and obtaining knowledge and information.

For example, human flow data, which have recently gen-
erated considerable discussion, allow us to understand when,
where, and how many people are present. Big data can be
easily collected using location information from smartphones
and camera images. This information is generally expected
to be used for marketing, tourism, administrative services,
and disaster prevention. For COVID-19, it is possible to
visualize the data distribution of infected people, clusters, and
the spread of infected people by applying statistical and AI
processing to these data. Through these results, we can obtain
knowledge and guidelines on how to act safely and securely.
However, because this information is highly private, it must
be handled carefully by quantifying it so that individuals
cannot be identified. The following is a summary of how
the conventional and proposed methods provide safety and
security to users.
1) Although the encryption method is a safe and secure
approach that does not strictly allow users to be identified, it is
considered to increase the difficulty of advanced AI processing
and the delay in response due to the increase in big data. In
other words, it is challenging to process big data sent from
ever-changing areas (disaster areas) in real time and accurately.
Therefore, many studies have been conducted on improving
the usability of data while maintaining the security of this
method.
2) Although FL can flexibly respond to advanced AI pro-
cessing associated with the increase in big data, the problem
of information leakage and dissipation in each server where
big data is distributed is a concern, as in conventional cloud
systems. Therefore, many studies are being conducted on how
to combine security assurance methods such as encryption
when exchanging data between servers.
3) The processing power of the proposed method is almost
the same as that of FL for increasing amounts of big data. In
addition, personal data are divided into pieces in advance, and
machine learning using these pieces can reduce the possibility
of leakage and dissipation of personal information. In other
words, in a super-smart society using the proposed method,
user information is safely and securely incorporated into social
computational systems in the form of division and storage
and is securely processed by advanced AI. Users can obtain
information on their surroundings and safe behavior patterns



JOURNAL OF NETWORKING AND NETWORK APPLICATIONS, VOLUME 2, ISSUE 1, APRIL 2022 59

of individuals, as needed. In addition, the provided information
is safely and securely stored in a form that does not identify
the individual for subsequent reuse.

Similarly, the application of privacy-preserving AI process-
ing is expanding in various fields such as medicine, disaster
prevention and mitigation, education, industry, agriculture, and
the financial sector. Therefore, the future of advanced AI
processing of big data requires a common understanding of
the balance between the value of utilizing AI and the risk of
privacy in a super-smart society. In addition, further studies
from various perspectives are desirable to support the emer-
gence of an era in which the sustainable cycle in these fields is
provided as a stable and continuous infrastructure. Therefore,
many studies on machine learning for privacy preservation,
including this study, will contribute to the construction of
infrastructure in this field.

B. Status and future development of the proposed method

In this paper, we have proposed a method of machine learn-
ing with data confidentiality and demonstrate its effectiveness
by applying it to the BP method (supervised learning) and the
NG method (unsupervised learning). In other words, we have
shown that the SDM-based learning methods for distributed
processing using divided data and parameters can achieve the
same level of accuracy as the conventional learning methods.
In AI processing and visualization of big data, there is a
mixture of expectations of results and anxiety about providing
data. To remove this anxiety, two conventional methods are
known; the first is to encrypt the data and perform machine
learning to protect privacy strictly, and the other is to partition
the data into multiple subsets and integrate the results of each
learning, which facilitates learning. In the proposed method,
each data sample is divided into several random pieces in
advance, and each piece is stored in multiple servers. Learning
is realized by distributed processing between the central server
and multiple servers.

The advantage of the proposed method is that it reduces the
risk of privacy violation by dividing the original data during
learning, as in the encryption method, and it is utilizable in
many different problems, as in the case of FL. We summarize
our conclusions below.
1) The need for advanced AI processing of big data to support
the realization of a sustainable society is increasing in many
fields. So far, many studies have focused on the value of
utilization of AI processing, while others have focused on the
associated security risk.
2) The approach proposed in this study is a learning method
that strikes a good balance between the value for utilization
and the security risk of AI processing.

In the future, we would like to develop a learning method
with high processing capability in terms of both utilization
and risk, aiming to build a safe and secure infrastructure for
advanced AI processing in a super-smart society. Technically,
we would like to improve the security level of the proposed
method by introducing SMC, encryption, and differential pri-
vacy, and to develop a new model that combines the proposed
method with the FL.
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