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Abstract—In this paper, we study the research hotspot 
detection problem in the field of power measurement and data 
acquisition by using a big data and naural language processing 
based method. We make a combination of the TF-IDF-based 
and the TextRank-based keyword extraction techniques for 
preliminary hotspot detection, and further uses the word2vec 
model to merge synonyms to get more accurate detection result. 
By applying this method to literature in the field of power 
measurement and data acquisition, we obtain the annual 
research hotspots of this field for the past decade. Furthermore, 
the evolution trend analysis of hotspots is performed. The 
results can provide reference for practitioners in the field. 

Keywords-power measurement and data acquisition; 
research hotspot; evolution trend; keyword and keyphrase 
extraction; synonym identification 

I. INTRODUCTION 
Power measurement and data acquisition is an important 

part of the operation of electricity market. Its accuracy and 
efficiency directly affect the fairness of power settlement and 
are directly related to the economic interests of power 
suppliers and consumers [1]. Therefore, how to establish a 
complete and scientific management system to improve the 
accuracy and efficiency of power measurement and data 
acquisition remains an important issue for power companies. 
Intuitively, comprehending the research hotspots and 
corresponding evolution trends in this field helps power 
companies to make correct plans, which can be achieved by 
manually reading and summarizing relevant literature. 
However, with the flourish development of the power 
industry, the large amount of research literature accumulated 
makes this process not only time consuming, but also labor 
and resources demanding. Besides, too much human input 
means too much subjectivity, which can easily lead to 
irregular processing and large deviation of the result. 
Therefore, it is of great significance to develop a system for 

automatic research hotspot detection and trend analysis in the 
field of power measurement and data acquisition. 

To this end, in this paper, we study the research hotspot 
detection problem in the field of power measurement and 
data acquisition by using a big data and naural language 
processing based method, and design the corresponding 
automatic literature processing system. The method we adopt 
here is basically a combination of the TF-IDF-based [2-3] 
and TextRank-based [4-5] hotspot detection techniques. 
What’s more, considering the case that different words 
represent the same hotspot, we adopt the word2vec model 
[6-8] to merge the synonyms to further improve the accuracy. 
Similar methods have been used in other fields [9-10], but to 
the best of our knowledge, there is no such research in this 
field. By applying this method to the documents acquired by 
distributed crawlers, the system implements fully automatic 
hotspot detection in the field of power measurement and data 
acquisition. Based on that, the evolution trend analysis of 
hotspots is performed. The results can provide reference for 
practitioners in the field. 

The rest of this paper is organized as follows. In Section 
Ⅱ, we introduce the popular TF-IDF-based and TextRank-
based keyword extraction techniques, and the combination 
method. In Section Ⅲ , we introduce the synonym 
identification method based on word2vec model. The 
implementation details of the entire system are introduced in 
Section Ⅳ. In Section Ⅴ, we present the result of research 
hotspot dection in the field of power measurement and data 
acquisition. Also, the evolution trend analysis is performed 
in this section. Finally, conclusions are drawn in Section Ⅵ. 

II. KEYWORD EXTRACTION 
Research hotspot refers to research topic that frequently 

appear in the literature over a period of time. In order to get 
research hotspots, we first need to know the research topics 
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of each document, which can usually be represented by the 
“keywords” given by the authors. Then, the frequency of 
occurrence of these keywords is counted, and the keywords 
with the highest frequency are selected as the research 
hotspots. However, these artificially selected keywords are 
highly subjective and may not fully represent the research 
topics. In order to get more representative keywords, in this 
paper, we use a combination of two popular keyword 
extraction methods, the TF-IDF-based method and 
TextRank-based method, to automatically and objectively 
extract keywords from each document. 

A. TF-IDF-based method 
The TF-IDF-based method calculates the importance of 

each word in a document through an inverse proportion of 
the frequency of the word in a particular document to the 
percentage of documents the word appears in [11]. 
Specifically, given a document collection C , a word iw  
and an individual document Cc∈ , the importance of word 

iw  in document c  is calculated by 
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c , cN  is the total number of words in c , and |)(| iwC  is 
the number of documents in C  in which iw  appears. 
Then the words with the highest importance are selected as 
the keywords of a document. 

B. TextRank-based method 
TextRank is a graph-based ranking algorithm which 

recursively determines the importance of vertices in a 
directed graph based on global information. By mapping a 
document into a graph model, where each word is a vertex in 
this graph, and then using a voting mechanism to sort the 
importance of vertex, the Textrank-based method realizes 
keyword extraction using only the information of the single 
document itself. 

Specifically, given an document, this TextRank-based 
method first constructs a directed graph model for this 
document according to certain rules. For the construction 
details, we refer the readers to [5,12]. Then the importance of 
a word iw  is calculated recursively by 
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iwN  is the collection of words connected to iw , 

and d  is a damping factor that can be set between 0 and 1, 
which allows random transitions from one vertex to 
another.Similarly, after the algorithm converges, the words 
with the highest importance are selectedas the keywords. 

C. The combination method 
In this step, the importance weights obtained earlier are 

combined to generate a single score, which is then used to 

make the final decision. Since the importance calculated by 
various methods usually has different distribution statistics, it 
is necessary to normalize the weights before combination. 
Here we use the min-max normalization procedure to fit the 
data into the range [0, 1] 
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where M  refers to TF-IDF or TR. Then the final weight is 
calculated by 
 ( ) ( ) ( ) ( )wW'wW'wW iii TRIDF-TF -1 αα += , (4) 
where ( )10，α∈  is a weighting factor. 

After obtaining the importance ranking of each document, 
the top five words or phrases are selected as the keywords 
for the document. Then preliminary research hotspot 
detection result is obtianed by counting the frequency of 
these keywords. 

III. SYNONYM IDENTIFICATION 
Another issue to be considered is synonym identification. 

In the scientific literature, the same concept can be 
represented by different words or phrases, and different 
authors may have different preferences in word selection. 
For example, data acquiring and data collecting actually 
represent the same process, and it is unreasonable to 
calculate their heat seperately. Therefore, it is necessary to 
synonymize the results of keyword extraction to obtain more 
reliable hotspots. While synonyms of literal similarity can be 
easily identified using Levenshtein distance [13], this method 
has a poor identification result for synonyms of semantic 
similarity. To this end, we adopt the word2vec model to 
realize the identificationof synonyms on the semantic level. 

Word2vec is a word vector generation model which 
trains a neural network to obtain the distributed 
representation of words. Different from the traditional one-
hot representation [14] which maps words into high-
dimentional and sparse vectors, thedistributed representation 
maps them into a low-dimensional and dense feature space 
where words with similar semantics have similar vector 
representations. Then the semantic similarity bewteen 
different words is measured by the distance bewteen the 
corresponding vectors. 

Generally, according to the different methods of training 
neural networks, word2vec can be divided into two models, 
the CBOW model and the Skip-Gram model [15], as shown 
in Fig.1. The former trains the neural network by using the 
words around a certain word to predict this single word, 
while the latter uses a certain word to predict the words 
around it. In general, CBOW model is suitable for small 
corpora, while Skip-Gram model performs better in large 
corpora. Therefore, for the research hotspot detection 
problem, the CBOW model is chosen considering the 
relatively small corpus size. 
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Fig. 1. CBOW model and Skip-Gram model

 
Fig. 2. Overview of system architecture

Based on the obtained synonym model, the recalculation 
of the hotspot detection result is performed by adding the 
heat of the relatively low-frequency word in a pair of 
synonyms to the relatively high-frequency word. 

IV. SYSTEM IMPLEMENTATION 
Based on the keyword extraction method and synonym 

identification method introduced above, we develop the 
corresponding literature analysis system to automatically and 
efficiently explore the research hotspots and development 
trends in the field of power measurement and data 
acquisition. The overall architecture of the system is shown 
in Fig.2. 

In the corpus acquisition module, the system takes 
IEEEXplore and ScienceDirect as data sources and crawls all 
academic papers and patents published in the filed of power 
measurement and data acquisition since year 
2009.Considering that a complete academic paper or patent 
is relatively long and might contains too much useless and 
confusing information, which can make the process time-
consuming and lead to poor results, in this system, the corpus 
contains only the abstracts of papers or patents, which highly 
summarizes the content of the full text. 

Based on the corpus obtained, the system first performs 
data preprocessing on the text data., which includes 
stemming, lemmatization and removal of stop words [16]. 
Then for the keyword and keyphrase extraction module, the 
combination method introduced in Section Ⅱ  is used, 
where we set the damping factor d  to be 0.85, and set the 
weighting factor α  to be 0.5. Next for the synonym 
identification module, the CBOW model is used to train the 
language neural network for word-to-vector mapping. 

Finally, the research hotspot detection and the evolution 
trend analysis are performed based on the results of previous 
modules. Taking year as time interval, the top 10 words or 
phrases are selected as the research hotspots of that year. 

V. RESULTS 
In this section, we present the results of research hotspot 

detection and trend analysis in the filed of power 
measurement and data acquisition. 

The temporal variation of the number of academic 
literature in the filed of power measurement and data 
acquisition is shown in Fig.3. From Fig.3 we can find that 
the quantity of literature in this field rises steadily during the 
past decade, which indicates the rapid development of this 
field and demonstratesthe necessity of the work in this paper. 

 
Fig. 3. Temporal variation of the number of literature in this decade 

The annual research hotspots detected by the system 
from year 2009 to 2018 are listed in Table 1. Through 
statistical analysis of the hotspot detection result, we obtain 
the following several results. 

As shown in Fig.4, during the past decade, the frequency 
of the keywords “smart grid”, “fault diagnosis”, “power 
quality”, “phasor measurement unit” and “state estimation” 
has remained at the top ten almost every year, and the 
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corresponding rankings are relatively high, which suggests 
that research on these topics has always been the focus of the 
field for the past decade. We expect that the research heat of 
these topics will continue forseveral years in the future. 

 
Fig. 4. Heat trends of the most common research hotspots in this decade 

On the other hand, as shown in Fig.5, the frequency of 
the keywords “fault detection”, “microgrid”, “demand 
response”, “electric vehicle” and “internet of things” has 
shown a clear upward trend in the past decade. Among them 
the keyword “Internet of Things” has risen rapidly after its 
first appearance in 2013, and for the first time became the 
annual hotspot in the year 2018. We expect these research 
topics to become more mainstream in the future, thus we 
suggest power companies and practitioners pay attention to 
the development of related topics. 

TABLE I.  RESEARCH HOTSPOTS IN THIS DECADE 
Year Research Hotspots 
2009 power quality; signal processing; fault diagnosis; wireless sensor networks; induction motors; neural networks; analog-to-digital converter; field 

programmable gate arrays; real time; spectral analysis 
2010 power quality; real-time; phasor measurement unit; fault diagnosis; neural networks; kalman filter; wireless sensor networks; frequency estimation; 

parameter estimation; image processing 
2011 smart grid; fault diagnosis; power quality; state estimation; wireless sensor networks; field programmable gate arrays; induction motors; distributed 

generation; signal processing; condition monitoring 
2012 smart grid; power quality; neural networks; induction motors; transmission lines; phasor measurement unit; state estimation; kalman filter; 

distributed generation; signal processing 
2013 smart grid; fault diagnosis; power quality; state estimation; phasor measurement unit; distribution system; kalman filter; neural networks; real-time; 

wireless sensor networks 
2014 smart grid; neural networks; power quality; wireless sensor networks; state estimation; phasor measurement unit; fault diagnosis; demand response; 

induction motors; energy management 
2015 smart grid; fault diagnosis; microgrid; phasor measurement unit; state estimation; condition monitoring; energy management; demand response; 

distribution system; distributed generation 
2016 smart grid; phasor measurement unit; state estimation; induction motors; fault diagnosis; power quality; demand response; fault detection; real-time; 

energy storage 
2017 smart grid; phasor measurement unit; fault diagnosis; fault detection; induction motors; power quality; state estimation; microgrid; condition 

monitoring; permanent magnet 
2018 phasor measurement unit; smart grid; state estimation; fault diagnosis; neural networks; distribution system; fault detection; internet of things; 

microgrid; electric vehicle 

 

 
Fig. 5. Heat trends of the rising research hotspots in this decade 

VI. CONCLUSION 
In this paper, we studied and developed a research 

hotspot discovery system for the field of power 
measurement and data acquisition. By applying a hybrid 
keyword extraction technique and a word2vec-based 
synonyms identification technique to the literature in this 
field, we obtained the annual research hotspots for the past 

decade. On this basis, we analyzed the evolution trend of 
research hotspots. The results can provide reference for 
practitioners in the field. 
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