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Abstract—Non-binary LDPC code can achieve better error 
correcting performance than its binary counterpart especially 
when the code length is short or moderate. A novel Non-Binary 
LDPC code is presented in this paper to replace the traditional 
binary standard in 802.11n system. The proposed Parity Check 
Matrix (PCM) is optimized by eliminating short-girths and low 
weight code-words. Partially-parallel quasi-cyclic structure is 
adopted for the encoder and the check matrix is quasi diagonal 
line structure. Encoding process directly utilizes check matrix 
rather than generator matrix to generate check sequence. For 
decoding process, the (Forward Backward Extended Minimum 
Sum (FB-EMS) algorithm is adopted. The performance of the 
proposed Non-binary LDPC code over GF(16) shows more 
than 1dB coding gain at 10^(-6) BER compared to the 
traditional binary standard with same bit length for 802.11n 
standard. Encoder structure and decoder algorithm have been 
also presented. For practical purposes, this Non-binary quasi-
cyclic LDPC code with low complexity makes our proposed 
system very attractive. 

Keywords—Quasi-cyclic, Forward Backward Extended 
Minimum Sum (FB-EMS), Non-binary LDPC 

I.  INTRODUCTION  
Low Density Parity Check (LDPC) code was introduced 

by R.G. Gallager in 1963[1] and rediscovered by MacKay in 
1996 [2] [3]. The irregular LDPC code is by now the nearest 
code to Shannon limit with excellent error correcting 
performance [7].As for practical application, quasi-cyclic 
structure is widely used [4][8]. By extending the order from 
binary to Galois Filed, there exists a class of code known as 
non-binary LDPC code [6][11]. Non-binary LDPC code 
outperforms its binary counterpart in terms of decoding 
performance especially for short or moderate code length [9]. 
In current 802.11n product, binary LDPC code has been 
adopted as one candidate for channel coding. But for high 
order modulation, this architecture has to firstly translate 
binary sequences into symbols over GF(q), which will 
increase computation complexity but poorer performance. 
When non-binary LDPC code adopted in this system, coding 
and modulation can be combined jointly resulting in better 
error correcting performance. But the bottleneck for non-
binary LDPC code application is the computation complexity 
for encoder and decoder. As for encoder, generator matrix is 
almost not sparse [12] [13], if it is calculated directly from its 
sparse check matrix.  If the encoding process is based on 
generator matrix [14] [15], computation complexity will be 
rather huge. The encoder in this paper is based on check 
matrix. The check matrix is a kind of quasi-cyclic structure 
[18][19], so the encoder can be complemented only with 
right-shift units resulting in much less complexity [16][17]. 

As for decoding process, sum product algorithm (SPA) 
achieves better decoding performance[5]. To reduce 
complexity for implementation, various methods have been 
discussed, for example FFT based SPA is proposed in [10], 
but its complexity is still not acceptable. Forward Backward 
Extended Minimum Sum (FB-EMS) algorithm is adopted in 
this paper as its complexity can be largely reduced with little 
performance degradation [19] [20].  

Organization of this paper is as follows: Section I 
introduces non-binary LDPC code related conceptions. 
Section II proposes the traditional binary LDPC code for 
802.11n system as well as our proposed non-binary LDPC 
code structure. Section III contains the low complexity fast 
encoding process. Section IV contains Symbol Modulation 
and Demodulation model. Section V explains the FB-EMS 
decoding algorithm for non-binary LDPC code. Section VI 
compares and analyses the results of proposed non-binary 
LDPC code with traditional standard. Section VII draws 
conclusion of this paper. 

II. PROPOSED AND TRADITIONAL QC_LDPC CODE 
A binary or non-binary LDPC code is a class of linear 

block code defined by a sparse parity-check matrix H, where 
C*HT=0  is the constraint condition that a valid codeword has 
to match, H consists of [Mb,Nb] square sub-matrices and Nb 
equals to Mb ,the number of submatrices in horizontal 
direction and  equals to the number of sub-matrices in 
vehicle direction. Each sub-matrix is either a ZxZ zero matrix 
or a rightly shifted identity matrix, and Z is the expansion 
factor and it matches the equation o Z=N/Nb, N equals to 
code length. As for 802.11n system, the code length can be 
648, 1296, 1944 and code rate can be 1/2, 2/3, 3/4, 5/6, 
respectively. In this paper, we adopt code length 648 and 
code rate 1/2 to represent. The traditional binary LDPC code 
parity check matrix for 802.11n (648, 324) is shown in Fig.1. 
Parity check matrix for quasi-cyclic codes consists of several 
sparse rightly shifted identity matrices.  

Fig.1(b) depicts a sub-matrix shifted 1 symbol from the 
identity matrix 27x27. Each empty square is filled with 
number zero and the black square is filled with number one. 
A square block indicates a 27x27 identity matrices, those 
within number is a square matrix having its rows rightly 
shifted. The number depicted in the square represents how 
many symbols the 27x27 identity matrix will rightly shift. 

Fig. 2 presents our proposed novel non-binary LDPC 
code over GF (16) for current 802.11n standard. Its matrix 
consists of elements from the set  [0,1,...,15]∂ ∈  . In 
order to eliminate low weight codeword which is a factor for 
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error correcting performance we introduce the maximum 
prime numbers in the set α (13, 11, 7) in the matrix. As a 
result, our proposed structure eliminates low weight code-
words and has low complexity with better performance. Each 
submatrix is a rightly shifted identity matrix multiplied by 
the number depicted in the submatrix. For LDPC code matrix, 
the existence of short-girths will degrade the decoding 
performance. As shown in Fig. 3, all the elements except for 
the main diagonal line is not bigger than magnitude one 
which means that the LDPC code has eliminated all short-
girths. For proposed non-binary structure, the dimension of 
the matrix is 81x162 with each symbol representing 4bits. 
The quasi-cyclic LDPC code has also eliminated short-girths 
that degrade the decoding performance. This principle is 
firstly applied to binary LDPC code but it is more suitable 
for non-binary LDPC one. So for proposed non-binary 
LDPC structure, the decoding performance is largely 
increased. 
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Fig. 1 (a) Binary LDPC code matrix (648,324); (b) Rightly shifted identity 

submatrix for 1 symbol 
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Fig .2 (a) Non-binary LDPC code over GF (16) matrix (162，81); (b) 

Rightly shifted identity submatrix for 8 symbol multiplied by 7 

 
   Fig .3 Short-girth Detection principle   

III. LOW COMPLEXITY FAST ENCODING PROCESS 
 

Without loss of generality, according to Equation (1), the 
check matrix can be divided into H1 and H2, that means 
H=[H1, H2], the submatrix Ix is based on the rightly shifted 
matrix from standard identity matrix, x indicates the bit each 

submatrix shifted. The dimension of the proposed structure is 
MxN Then  H can be written as  follows: 
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In order to achieve fast encoding process, the input 
source sequences from channel are firstly divided into blocks 

1
[ 0, 1,..., ]

k
S s s s −= .The encoded data consists of 
source section and check section [C, V] ,where V is the check 
bits, the whole check sections are calculated from source bits, 
hence, the computation complexity for the encoder is linear 
to code length which makes LDPC code application 
attractive. All related computations are based on Galois Filed. 
Table 1 presents the computation complexity for proposed 
structure. This proposed structure has advantages in sparse 
matrix and reduced complexity in encoding.  

Table 1 complexity of the encoder   

V1

V2

Vi,i=3,4,5...mb

Vr+1

Multiply 
Complexity

Addition 
Complexity

R(1-R)*n*n/Z (R-1/nb)[(1-R)*nb-1]*n

Rn+Z Rn

Rn Rn

Rn+Z Rn+1
   

 
Data symbols, the length of which are k*z to be 

encoded, are divided into k blocks firstly with each block z 
symbols. Then due to the structure of quasi-cycle LDPC 
code, the check sections can be calculated, the length of 
which is m*k. After encoding process, the whole entity size 
is n*k.  

Just XOR gate, shift and multiplication units are 
involved in the encoder. So the whole encoder for 
implementation is largely simplified. As for this encoder, 
pipelined structure has been applied. As a result, the 
throughput is greatly improved. Fig. 4 shows the process to 
generate check sections. The encoder structure can be used 
for different applications just by slightly changing its 
submatrix. 

 
S1 S2 s3 Si sk

Shift_s1 Shift_s2 Shift_s3 Shift_si Shift_sk

multi_s1 multi_s2 multi_s3 multi_si multi_sk

XOR_cross

V0 V1 V2 Vj Vm
  

Fig .4 The Fast Encoding process to generate check sequence 
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 For addition computation, the implementation is simple 
it is only based on xor unit, and multiplier can be 
implemented by Look-Up table.  

IV. SYMBOL MODULATION AND DEMODULATION 
The advantage of non-binary LDPC code outperforming 

802.11n system with higher-order modulation is that it can 
directly match the order of the finite extension field with the 
constellation size. Thus, the proposed non-binary structure 
not only benefit from the improved code performance, but 
also from processing symbols instead of single bits resulting 
in better bandwidth efficiency.   As an example to present, 
Fig.5(a) shows the constellation of 16-QAM with the 
corresponding symbol mapping based on GF(16). Each 
element of the finite extension filed can be directly mapped 
onto one of the constellation points. The number of elements 
in the finite extension filed equals to the number of signal 
points for M-QAM, M=2q, q is the modulation order. 

As M increases, the order q of the finite extension field 
and the complexity is growing too. 
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Fig .5 (a) Mapping for 16-QAM based on Gray code: bit and symbol 
mapping for GF (16) generated by g(x) =x4+x+1. (b) Block diagram of the 

system model 
 

  The system evaluation platform is shown in Fig. 5(b). 
The identically bits are both directly fed into an encoder 
applying a binary LDPC code and the reference non-binary 
LDPC code. In the next step, the encoded bits or symbols are 
mapped onto one of M signaling points of a square M-QAM. 
Here X=I+j*Q,I and Q denote the orthogonal signal 
respectively and can represent the set of all constellation 
points. 

In the non-binary case, groups of 4bits are mapped onto 
one of the 16 points by gray code mapping with each symbol 
denoted as S=[b3,b2,b1,b0].For the application of non-binary 
LDPC codes, Symbol mapping is performed by directly 
mapping each of the encoded symbols S onto a signaling 
point. At the end of the transmitter chain, the symbols are fed 
to the channel which is either modeled as an Additive White 
Gaussian Noise (AWGN) channel. 

On the receiver side, a 16-QAM de-mapper generates 
soft information which is exploited by the subsequent 
channel decoder. For decoding binary LDPC codes, we apply 
a standard SPA based on Log-Likelihood Ratio (LLR), 
whereas for the non-binary case we make use of the FFT-
QSPA, EMS. Because the complexity of FFT-QSPA is rather 
huge and FB-EMS algorithm can achieve low complexity 
with little performance degradation, so in this paper FB-EMS 
algorithm is applied. 

  At the end of the receiver chain, the decoded symbols 
are first converted to bits before being delivered. 

V. NON-BINARY LDPC DECODING PROCESS BASED ON 
FB-EMS ALGORITHM 

   In the receiver side, the received symbol at time 
instance k is given by:Yk=Xk+Nk where Nk regarded 
as a complex Gaussian random noise variable with 
zero mean and variance. The complex Gaussian noise 
samples Nk are characterized by zero mean and 
variance 222

QI σσσ += and 2
Iσ = 2

Q
σ  denote the noise 

variances in I and Q component. In general, I and Q 
components are assumed to be independent of each 
other without any crosstalk. Therefore, the probability 
density function or the I and Q component of the k-th 
received symbol I

kY and Q
kY respectively   can be 

written as  

( ) )
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The probability density function of a received 
symbol kY  in condition that kX  has originally been 
sent is then given by: 

( ) ( ) ( )k
Q
kk

I
kkk XYfXYfXYf |*|| =  

So when translated into log-likelihood ratios, the 
equation can be rewritten as: 

)()()( QQ
k

II
kk xXLLRxXLLRxXLLR =+===  

As for decoding for non-binary LDPC code, FB-
EMS algorithm is applied, the received sequences are 
several symbols which consist of elements in Galois 
Filed. For a symbol I received, there are q possible 
transmitted elements corresponded. All the sorted 
values should be subtracted the first element, the final 
results will not be larger than zero and the first element 
equals to zero. Fig.6 depicts the sorting algorithm 
diagram adopted in this paper. This is a kind of bubble 
sorting algorithm. 
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Fig .6 Bubble sorting algorithm diagram 

 
 As log-likelihood possibility can be denoted 

from the follow equation, each element corresponds to 
a log-likelihood possibility indicated as: 
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Where α is the most likely element for I. The 
EMS algorithm is an extension of the Min-Sum 
algorithm from binary to NB-LDPC codes, the 
decoding process for EMS is depicted as follows: 

Initialization: For each received symbol, 
calculate its corresponding initial log-likelihood 
possibility: 

( )
( )( ) log r ix

i i

r i

P X x
f L X x
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= = =   = 

1 , 1i N j M= − = −  
The sorter selects most likely possible candidates  

for each symbol m<<q, as a result the decoding 
complexity can be reduced at large scale.  

Check nodes message update: In horizon 
direction, for 0, ≠jiH  calculate each symbol possibility 
from its corresponding equation 
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Variable nodes message update: In vehicle direction, 
for 0, ≠jiH , calculate each variable node message 
possibility from check equations except for current 
row: 
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Make decision: For each variable node, select the 
maximum possibility corresponded element: 
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Then the decoded sequence is  
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If 0V H⋅ =  the decoded sequence will be 
accepted, otherwise, the algorithm will return to 
Check nodes message update stage until the 
maximum iteration number has been reached.  

For the decoding process, the check node 
updating unit accounts for large computation 
complexity. In order to reduce check node complexity, 
a forward-backward scheme (FB) is widely used in the 
check node processing for kinds of NB-LDPC 
decoding algorithm. The check node degree is denoted 
by dc and let Fj, Bj to represent the intermediate 
message vector generated by the forward and 
backward computation, respectively. Meanwhile, a, a’ 

and a’’ are possible code symbols. The FB contains 
three operations: forward, backward and merge. The 
FB algorithm can be described as follows: 

Forward computation: 
( )
( ) ( )( )' ''

1 , 1

' ''

1 ,

( )

max ( , ( ))
j

m n

j j m n

F

F sum F
aaa 

aaa 

aaaa   −
+ =

=

=

 
Backward computation: 
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Merge computation: 
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 The FB-EMS aims to calculate the current symbol 
possibility from just to parts, one in front of current 
point and the other behind this point. All computation 
can be implemented by the same addition and 
comparison unit which will evidently reduce decoder 
complexity. 

VI. SIMULATION RESULTS AND ANALYSIS 
The performance of proposed non-binary LDPC 

code system with the fast encoding algorithm in 
section III and FB-EMS is presented in this section VI 
have been simulated in this section .the performance 
have been compared for different value of Signal to 
Noise Ratio in dB at AWGN channel. (648,324)  
parity check matrix for 802.11n binary LDPC code 
based on current standard and non-binary LDPC code 
constructed by the method discussed in Section II are 
used. As for FB-EMS decoding algorithm, different 
truncated parameters correspond to different 
performance. For binary code, the code length is 
simple 648, when converted into non-binary one, the 
code is reduced to 162. The encoding process of binary 
or non-binary is based on the same linear structure 
proposed in Fig .4. For decoding process, the binary 
LDPC code is based on traditional sum-product 
algorithm presented in [3] and for non-binary LDPC 
code adopts FB-EMS algorithm in this paper. 

 Fig. 7 shows how the proposed structure non-
binary LDPC code is better than its corresponding 
binary one for the same bit length. There is more than 
1dB coding gain between non-binary LDPC code and 
traditional standard at 10^(-6) BER. As shown in Fig. 
7 we can also conclude that with the increasing of 
truncated parameter the decoding performance is better 
but the computation complexity is also larger, so for 
different applications, the truncated parameter can be 
adaptively adjusted. In this paper, we take m=8, 4 to 
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illustrate. 

 
Fig .7 Comparison of traditional binary LDPC  code and proposed non-

binary LDPC code in AWGN Channel 

VII. CONCLUSION 
In this paper, we proposed a novel non-binary 

LDPC code over GF(16) to replace the traditional 
binary standard in current 802.11n system. The case 
for comparison is based on (648,324) code mode 
proposed check matrix for non-binary LDPC code is a 
kind of quasi-cyclic diagonal line structure which can 
reduce encoder complexity. The proposed matrix has 
been optimized to eliminate short-girths as well as low 
weight code-words. The process of encoding algorithm 
is depicted in this paper which is based on addition and 
multiplication computation over GF (16) and 
implementation can be realized by Look-Up table on 
the platform of ASIC or FPGA. The modulation and 
demodulation principle of proposed system is also 
presented. The decoding process for our non-binary 
LDPC code is based on FB-EMS which can reduce 
check node complexity as much as possible. At last, 
the error correcting performance of proposed non-
binary LDPC code shows about 1dB coding gain 
compared with traditional binary standard. The non-

binary Quasi-Cyclic LDPC with the low complexity 
makes our proposed system very attractive for 
practical purposes. 
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