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With the rapid development of space networks, their high dynamics and open links pose severe challenges to
network security management. Traditional network simulation platforms can hardly meet the needs of space network
attack-defense simulation and visualization, especially in supporting highly dynamic topologies and verifying data
integrity in deep space environments. This paper proposes a modular space network attack-defense simulation
and visualization platform, which consists of four modules: satellite motion simulation, network simulation, network
attack-defense, and visualization, thereby enabling dynamic network topology simulation and attack-defense scenario
verification. Based on this platform, an efficient integrity verification method for cached network data is proposed
to address the problem of data corruption in caches caused by cosmic rays in deep space environments. By
integrating a dual-signature audit mechanism and a Content Store Naming Audit Tree (CSNAT), the approach
ensures the reliability of cached data and low-latency access. Experimental results show that in a simulated Earth-
Moon communication scenario, the proposed scheme can reduce the average end-to-end delay by about 83.6%,
while maintaining low computational and storage overhead. This research provides efficient and reliable technical
support for space network security verification and the application of NDN in deep space communications, with
significant theoretical and practical value.

Index Terms—Space Network, NDN Network, Data Security, Integrity Verification.

I. INTRODUCTION

SPACE networks, as an extension of terrestrial
Internet, demonstrate great potential in global

communication, deep space exploration, and integrated
space–ground networking due to their wide coverage
and dynamic characteristics [1]. However, the open
links, complex topology, and high dynamics of space
networks pose severe security challenges [2]. Ex-
treme environmental factors such as cosmic rays may
cause cache data corruption, while the high latency
of long-distance communication further amplifies the
cost of data retransmission [3]. Traditional connection-
oriented network architectures struggle to address
these challenges, whereas Named Data Networking
(NDN), as a content-centric architecture, can effec-
tively reduce data retrieval latency through distributed
caching and content naming mechanisms, making it
a promising solution for deep space communication.
Nevertheless, cached NDN data in deep space environ-
ments is prone to bit-flip errors caused by radiation,
leading to integrity damage and triggering costly end-
to-end retransmissions, which offset the advantages of
caching [4] [5] [6].

Existing network simulation platforms, such as
NS3 [7] and Mininet [8], have limitations in simulating
dynamic topologies of space networks and supporting
attack-defense scenarios, making them ineffective in
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verifying the security and reliability of NDN in deep
space environments [9] [10]. To address this, this paper
proposes a modular space network attack-defense sim-
ulation and visualization platform. Through the col-
laborative operation of four subsystems—satellite mo-
bility simulation, network simulation, attack-defense,
and visualization—the platform achieves simulation
and security verification of highly dynamic space net-
works. The platform supports NDN deployment and,
targeting the cache integrity problem in deep space
NDN networks, introduces an efficient verification
scheme that combines a dual-signature audit mecha-
nism and a CSNAT(A multi-layer tree structure for
quickly verifying cached data and locating damages,
with high efficiency and adaptability to dynamic NDN
naming). This approach ensures data reliability with
low computation and storage overhead, significantly
reducing retransmission delays.

The main contributions of this paper include:

1) Designing a highly cohesive and loosely cou-
pled space network attack-defense simulation
and visualization platform that supports dynamic
topology and attack-defense scenario visualiza-
tion;

2) Proposing a cache data integrity verification
scheme for deep space NDN networks, improv-
ing verification efficiency through the CSNAT
structure;

3) Verifying the effectiveness of the platform and
scheme through Earth–Moon communication ex-
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periments, with results showing an average end-
to-end delay reduction of approximately 83.6%.

The rest of this paper is organized as follows:
Section II reviews related work; Section III introduces
the platform architecture; Section IV presents the NDN
cache verification scheme; Section V provides experi-
mental simulations; Section VI concludes the paper.

II. RELATED WORK
The high dynamics and openness of space networks

pose unique challenges in terms of communication
efficiency and security verification. Existing research
mainly focuses on network simulation, attack-defense
simulation platforms, and the application of Named
Data Networking (NDN) in space networks.

Network simulation technology: Traditional net-
work simulation tools such as NS3, OMNeT++, and
Mininet are widely used for terrestrial network pro-
tocol verification, but they are insufficient in space
networks. NS3 supports protocol development through
a discrete event model, but additional extensions are
required to simulate highly dynamic topologies and
satellite movement [11]. OMNeT++ provides good
extensibility with its modular design and supports
wireless communication simulation, but it has limited
support for attack-defense scenarios in space net-
works [12]. Mininet, based on the real network proto-
col stack, is suitable for static topology simulation, but
it cannot easily adapt to the dynamics and complexity
of space networks [13]. Some studies have attempted
to combine NS2 and STK to simulate multi-layer
satellite networks, verifying the throughput advantages
of DTN protocols in long-delay environments [14], or
to use OPNET to evaluate QoS routing performance
in satellite networks [15]. However, these approaches
mainly focus on protocol performance and lack inte-
grated support for security attack-defense scenarios,
making them insufficient for the dynamic simulation
needs of deep space networks.

Attack-defense simulation platforms: Cyber
ranges provide important tools for attack-defense
verification. The U.S. National Cyber Range (NCR)
and the U.K. Federal Cyber Range (FCR) support
attack-defense exercises in complex network scenarios,
but they mainly target terrestrial networks and lack
dedicated support for space networks [16] [17]. In
China, the National Big Data Security Integrated
Cyber Range combines virtual and real environments
to verify network security technologies, but it does
not address the dynamics and radiation environment
of space networks [18]. Research on attack-defense
simulation specifically for space network security
remains limited. Existing solutions mostly focus on
terrestrial attack models, such as DDoS detection [19],
which are difficult to directly apply in highly dynamic,
resource-constrained space environments.

NDN in space networks: Named Data Network-
ing (NDN), due to its content-driven and distributed

caching features, is regarded as an ideal architecture
for deep space communications [20]. Studies have
shown that NDN reduces data retrieval latency through
in-network caching, making it suitable for high-latency
and unstable deep space links [21] [22]. However,
single-event upsets caused by space radiation may
corrupt cached data, leading to increased retransmis-
sion delays [23] [24]. Existing NDN integrity veri-
fication schemes are mostly based on cloud storage
environments, such as PDP and PoR [25] [26], or
use Merkle trees and blockchain to optimize auditing
efficiency [27] [28]. Yet, these schemes do not consider
the resource constraints and radiation effects in deep
space, and their verification overhead is high, making
them impractical for direct deployment.

In summary, this paper constructs a modular attack-
defense simulation platform and proposes an NDN
cache integrity verification scheme that incorporates
an efficient auditing tree structure, filling this gap and
providing a new approach for space network security
verification.

III. PLATFORM ARCHITECTURE DESIGN

This paper proposes a modular space network
attack-defense simulation and visualization platform,
aiming to support the simulation and security verifi-
cation of highly dynamic space networks. The plat-
form consists of four subsystems: the satellite mo-
tion simulation subsystem, the satellite network sim-
ulation subsystem, the attack-defense subsystem, and
the visualization subsystem. These subsystems col-
laborate through a high-cohesion and low-coupling
design, ensuring the scalability and flexibility of the
platform. The platform can efficiently simulate the
dynamic topology of space networks and support the
verification of attack-defense scenarios. The following
sections provide a detailed description of the functions
and interaction processes of each subsystem.

A. Architectural Design

Satellite Motion Simulation Subsystem: Simulate
the dynamic motion characteristics of nodes in a
space network, with inputs including satellite orbit
parameters (such as orbit inclination, ascending node
right ascension, orbit eccentricity, perigee angle, etc.)
and ground node position parameters. Based on these
parameters, calculate the coordinates of nodes in space
and generate a distance matrix sequence of time series.
The time interval is seconds, and the matrix elements
represent the straight-line distance between nodes.
Calculate the visibility matrix sequence through the
distance matrix to verify the communication reacha-
bility between nodes. These matrix sequences provide
a dynamic topological foundation for subsequent net-
work simulations.

Satellite Network Simulation Subsystem: Con-
struct a virtual space network based on the distance
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Fig. 1. Interaction between Subsystems of the Space Network Attack and Defense Platform, detailing the flow of the Visibility Matrix
and the Dynamic Topology Demonstration

matrix sequence and visibility matrix sequence pro-
vided by the satellite motion simulation subsystem.
The input also includes configuration parameters of
network nodes, such as node type (switching node
or application node), hardware configuration, and the
running container or virtual machine image. The sub-
system determines the number and connection relation-
ships of network nodes based on the matrix sequence,
implements node representation through containers or
virtual switches, and dynamically adjusts the links
between nodes to reflect topology changes. Output as
a virtual space network, including network parameters
such as node network card names and addresses,
supporting application running and dynamic link man-
agement.

Attack-Defense Subsystem: Build attack-defense
scenarios using virtual networks generated by satellite
network simulation subsystems. The input is network
parameters, and the output is a description of the
attack-defense scenario, including the attack source,
target, and attack behavior. The subsystem supports
deploying attack or defense mirrors on selected nodes,
simulating secure interactions (such as data tampering,
integrity verification), and generating attack path infor-
mation (including attack source, target, and data flow
attributes) at time intervals. This subsystem provides
a flexible experimental environment for space network
security verification, especially suitable for testing
NDN cache integrity and other scenarios.

Visualization Subsystem: Dynamically display
spatial network topology and attack-defense processes.
The input includes distance matrix sequence, visibility
matrix sequence, network parameters, and attack path
information generated by the attack-defense subsys-
tem. Output as a 3D network topology demonstration

and visualization of attack-defense behavior. By an-
alyzing the visibility matrix sequence, the subsystem
displays the motion trajectories and dynamic connec-
tion relationships of satellites and ground nodes in
three-dimensional form; Based on attack path informa-
tion, real-time drawing of attack paths and data streams
enhances users’ intuitive understanding of the attack-
defense process.

This platform adopts a modular architecture with
high cohesion and low coupling, consisting of four
interdependent subsystems. Each subsystem works to-
gether through standardized data interfaces. The satel-
lite motion simulation subsystem serves as a data
source and generates distance and visibility matrices
for time series by calculating orbital dynamics. These
matrices are passed to the satellite network simulation
subsystem, which serves as the infrastructure layer and
constructs a dynamic virtual network using containers
and virtual switches. On the basis of this virtual
environment, the satellite network attack and defense
subsystem executes security scenarios and generates
real-time attack path data. Finally, the visualization
demonstration subsystem integrates the matrix and
attack logs, providing three-dimensional visualization
of satellite trajectories, dynamic topology changes,
and attack and defense processes. This logical process
ensures a smooth transition from physical motion
modeling to high fidelity network security verification.

B. Attack-defense demonstration plan

The attack-defense demonstration scheme of the
platform aims to showcase the operational state and
security verification process of space networks through
dynamic network simulation and visualization tech-
nologies. Based on satellite network simulation, com-
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Fig. 2. Satellite Network Simulation Framework and the Corresponding Visibility Matrix Sequence (vi,j indicating inter-staellite visibility
at each time step)

bined with the attack-defense subsystem and the visu-
alization subsystem, the scheme realizes the simulation
of dynamic topologies and the intuitive presentation of
attack-defense scenarios, thereby supporting space net-
work security verification such as NDN cache integrity
verification. The core processes of the attack-defense
demonstration are described as follows.

Satellite Network Simulation: The first stage of the
demonstration is the construction of a dynamic virtual
space network. The satellite motion simulation subsys-
tem, based on satellite orbital parameters and ground
node positions, calculates the sequence of distance
matrices and visibility matrices with second-level in-
tervals, reflecting the dynamic connectivity between
nodes. The satellite network simulation subsystem
reads these sequences, parses the network topology,
and determines the number and type of nodes (satel-
lite or ground). To simulate a highly dynamic space
network, the subsystem employs virtual bridges and
VLAN technology to manage links between nodes:
satellite nodes within the same orbital plane form
a ring connection, inter-plane connections are estab-
lished via virtual bridges, and ground nodes com-
municate with satellites through aggregation bridges.
VLAN technology supports the dynamic switching

of links, simulating inter-satellite and satellite-ground
handovers without the need for frequent creation or
deletion of connections, thereby reducing computa-
tional overhead. Figure 2 illustrates the principle of
satellite network simulation.

Attack-Defense Scenario Demonstration: The
attack-defense subsystem deploys attack-defense sce-
narios on the virtual network. For example, in the NDN
cache integrity verification scenario, the subsystem
can deploy NDN Content Store (CS), producers, and
auditors on selected nodes to simulate bit-flip effects
caused by cosmic rays. By configuring attack images
(e.g., simulating data tampering) or defense images
(e.g., integrity verification algorithms), the subsystem
generates attack path information, including attack
source, target, and data flow attributes. This informa-
tion is transmitted in real time to the visualization sub-
system. The visualization subsystem utilizes distance
and visibility matrix sequences to dynamically draw
the three-dimensional network topology, showing the
motion trajectories of satellites and ground nodes as
well as link changes; at the same time, it renders attack
behaviors or defense effects in real time, intuitively
presenting the attack-defense interaction process.

This demonstration scheme achieves efficient sim-
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TABLE I
COMPARISON OF EXISTING SIMULATION PLATFORMS BASED ON DYNAMIC NETWORK CAPABILITIES, ATTACK-DEFENSE SUPPORT,

VISUALIZATION, SPACE-NETWORK SUITABILITY AND EXTENSIBILITY

Platform Dynamic Network
Support

Attack-Defense
Integration Visualization Support Space Network

Applicability Extensibility

NS3
Medium (discrete event

model, requires
dynamic extensions)

Low (no dedicated
attack-defense modules)

Medium (built-in
analysis tools, requires

3D extensions)

Medium (requires
satellite modules and
dynamic extensions)

High (open source,
modular extension)

OMNeT++
High (modular design,

supports dynamic
extension)

Medium (limited
support for

attack-defense
scenarios)

High (supports
graphical user interface)

Medium (supports
inter-satellite links,

requires customization
for space scenarios)

High (modular, easy to
extend)

Mininet Low (mainly static
topology extension)

Medium (supports basic
security testing)

Low (no dynamic
visualization)

Low (focused on
terrestrial networks,

insufficient for
dynamics)

Medium (relies on real
protocol stack)

OPNET
High (commercial tool,

supports dynamic
simulation)

Medium (requires
customized

attack-defense modules)

High (supports wireless
and satellite

visualization)

High (built-in satellite
modules)

Medium (commercial
software, limited

extensibility)

Proposed
Platform

High (matrix
sequence-based

dynamic update)

High (dedicated
attack-defense

subsystem)

High (3D topology and
attack-defense
visualization)

High (dedicated to
space network design)

High (modular, easy
integration)

ulation and visualization through modular design.
The satellite network simulation subsystem supports
dynamic topology adjustment, adapting to the high
dynamics of space networks; the attack-defense sub-
system provides flexible scenario configuration, sup-
porting various security verification experiments; the
visualization subsystem enhances users’ understanding
of the network state and the attack-defense process
through three-dimensional representation. Compared
with traditional static simulation, this scheme signifi-
cantly reduces link management overhead by leverag-
ing dynamic matrix sequences and VLAN technology.
It provides a simulation and verification environment
for NDN integrity verification and offers an efficient
tool for space network security research.

C. Comparison with existing network simulation
platforms

To evaluate the advantages of the proposed space
network attack-defense simulation and visualization
platform, this paper compares the characteristics of ex-
isting mainstream network simulation platforms (NS3,
OMNeT++, Mininet, and OPNET), focusing on five
key dimensions: dynamic network support, attack-
defense integration, visualization support, applicability
to space networks, and extensibility.

NS3 and OMNeT++ perform well in protocol de-
velopment and modular design, but their support for
highly dynamic space network topologies and attack-
defense scenarios requires additional customization,
limiting their direct applicability. Mininet, relying on
a real protocol stack, is suitable for terrestrial net-
work testing but is insufficient in supporting dynamics
and space scenarios. OPNET, as a commercial tool,
provides strong satellite simulation and visualization
functions, but its extensibility is limited and its cost is
high. In contrast, the proposed platform efficiently sup-

ports dynamic topologies through the matrix sequence
mechanism of the satellite motion simulation and
network simulation subsystems. The attack-defense
subsystem is specifically designed for security veri-
fication, supporting complex scenarios such as NDN
cache integrity verification. The visualization subsys-
tem offers three-dimensional dynamic presentations,
enhancing user comprehension. The modular design
ensures high extensibility, facilitating the integration of
new functions or technologies, and is particularly well
suited for the high dynamics and security verification
requirements of space networks.

IV. NDN CACHE DATA INTEGRITY
VERIFICATION SCHEME

A. System Model

Space Named Data Networking (NDN) is a content-
centric network architecture. In deep space networks,
NDN enables communication through Interest Packets
and Data Packets: consumers send Interest Packets
to request content with specific names, and network
nodes respond with Data Packets according to their
caching and forwarding strategies. Figure 2 illustrates
the architecture of a deep space NDN network, where
the CS, Forwarding Information Base (FIB), and Pend-
ing Interest Table (PIT) are the core components. The
CS caches Data Packets that have passed through a
node to satisfy subsequent identical requests; the FIB
is used for routing decisions; and the PIT records out-
standing Interest Packets, ensuring that Data Packets
return along the reverse path.

However, the strong cosmic radiation in deep space
may induce Single-Event Upsets (SEU), causing bit
flips in cached data or signatures and thus threatening
data integrity. Once a consumer receives corrupted
Data Packets, signature verification fails, triggering
a re-fetch from the original producer (e.g., a lunar
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probe) and leading to significant end-to-end delay.
To address this challenge, this paper deploys NDN
nodes on the space network attack-defense simulation
and visualization platform, simulating the deep space
radiation environment to validate cache data integrity
schemes. The details are as follows.

The platform constructs a virtual NDN network
through the satellite network simulation subsystem,
simulating CS, producer, consumer, and auditor nodes.
Nodes are deployed as containers in the virtual net-
work, each container running NDN-related software
(e.g., the NDN Forwarding Daemon), thereby form-
ing a complete virtual NDN network. Producer con-
tainers generate Data Packets with dual signatures
(content signature and audit tag), which are cached
in CS containers. Auditor containers are deployed
on selected satellite or ground nodes, responsible for
building CSNAT and performing integrity verification.
The attack-defense subsystem simulates cosmic-ray-
induced bit flips by configuring attack images, gener-
ating corrupted data or signatures to test the robustness
of the verification scheme.

The platform leverages the attack-defense subsys-
tem to emulate the deep space radiation environment
by randomly introducing bit flips in CS containers,
simulating SEU. For instance, based on the error
rates in GEO orbits reported in [29] (proton SEU
≈ 1.51 × 10−7, heavy-ion SEU ≈ 4.21 × 10−8), the
subsystem modifies cached data or signatures accord-
ing to predefined probabilities, generating attack path
information. These records include the location and
type of corrupted data, which are then used by the
auditor for verification and localization.

The visualization subsystem presents the operation
of the NDN network and the verification process in
real time. It renders the dynamic topology of NDN
nodes in three dimensions, reflecting changes in inter-
satellite and satellite-ground links. Based on attack
path information generated by the attack-defense sub-
system, it dynamically illustrates the locations of bit
flips (e.g., corrupted CS nodes) and the verification
results (e.g., successful or failed audit paths), thereby
providing users with an intuitive understanding of the
effectiveness of the verification scheme.

By deploying NDN nodes as containers, the plat-
form supports dynamic network simulation and en-
sures that verification schemes are feasible in realistic
deep space scenarios. The attack-defense subsystem
flexibly simulates radiation interference, validating the
robustness of the dual-signature and CSNAT mech-
anisms, while the visualization subsystem enhances
the interpretability of the verification process. The
modular design of the platform further enables its
extension to other NDN security scenarios, offering a
powerful tool for deep space communication research.

B. Validation Plan

To address the problem of cache data corruption
caused by cosmic rays in deep space environments, this
paper proposes an efficient NDN cache data integrity
verification scheme. By combining a dual-signature
auditing mechanism and the CSNAT, the scheme en-
sures reliable and low-latency access to cached data.
The proposed method is implemented on the space
network attack-defense simulation and visualization
platform, where its effectiveness is validated by simu-
lating NDN nodes and radiation environments.

Dual-Signature Auditing Mechanism: The dual
signature audit mechanism we propose enhances data
integrity and non repudiation by requiring two differ-
ent encrypted signatures for critical operations. This
mechanism generates two types of signatures for each
NDN packet: content signatures and audit tags. Con-
tent signatures are generated by producers based on
data blocks to ensure the authenticity and tamper
resistance of the data source; Audit tags are used
to quickly verify the integrity of cached data and
reduce verification overhead. After the data packet is
generated, it is distributed through the NDN network
and cached in the Content Storage (CS). Auditors
regularly challenge the cached data to provide storage
proof, and CS verifies its integrity upon receiving the
proof. If packet damage is detected, the auditor triggers
early retransmission to avoid high latency caused by
failed consumer requests and ensure the integrity of
cached data in NDN.

DataGen(ContentName, sk, pp) →
(DataPacket): This algorithm takes as input the
private key sk, the content name (ContentName),
and the public parameters pp, and outputs the Data
Packet (DataPacket) corresponding to the given
content name.

DataGen(ContentName, sk, pp) →
(DataPacket): This algorithm takes as input the
private key sk, the content name (ContentName),
and the public parameters pp, and outputs the
Data Packet (DataPacket) corresponding to
the given content name. First, the producer
splits the original data M into multiple data
blocks F = (M1,M2, . . . ,Mn), where each
block Mi ∈ Z∗

q , i ∈ [1, n], is assigned
a unique content name ContentName =
(ContentName1, ContentName2, . . . ,
ContentNamen). Next, the producer uses the signing
key ssk to compute the digital signature of each
data block Mi: sigi = SignECDSA(ssk,Mi), where
sigi ensures the integrity and authenticity of the data
packet content, preventing unauthorized tampering
or forgery. Subsequently, the producer computes the
audit tag σi based on the data block Mi, . . .

The audit tag is computed as follows:

σi = α · (H1(ContentNamei || i) +Mi · g1) (1)
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Fig. 3. Audit tree based on content storage naming

This tag is used for the integrity verification of
cached data in NDN nodes, improving verification
efficiency. Finally, the audit tag σi, together with the
data block Mi and its signature sigi, is encapsulated
into the NDN Data Packet:

DataPacketi = (ContentNamei,Mi, sigi,

σi,metadata)
(2)

where metadata includes additional information of
the NDN Data Packet, such as timestamp, freshness,
and priority. The producer publishes Data Packets
through the NDN network, where each packet is
indexed by its content name and cached in the CS
of NDN nodes.

CSNAT Audit Tree: To efficiently manage and vali-
date cached data, a Content Storage Named Audit Tree
(CSNAT) was designed that combines NDN naming
structure and data integrity verification requirements,
as shown in Figure 3. CSNAT adopts a multi fork hier-
archical structure, organizing nodes with NDN content
naming prefixes (e.g., /Root/Tele/Temp/Data).
Leaf nodes store audit labels, which are generated by
producers based on their data blocks and signatures.
The parent node generates values through aggregation
of child node labels and supports recursive verification.
When a new data packet is cached in CS, the auditor
extracts its content name and label, inserts CSNAT
along the path from the leaf node to the root node, and
updates the ancestor node value. The original value
of the parent node is added to the current inserted
label. CSNAT supports fast localization of damaged
data, optimizes verification efficiency, and adapts to
the dynamic nature of the NDN naming system.

During the construction of the tree structure, when-
ever a cache node receives a new Data Packet and
its corresponding tag, the auditor extracts the content
name and tag of the packet and inserts them into the
audit tree.

Parent.V alue← Parent.V alue+ σi (3)

The audit tree can maintain the stability of the tree
structure while enabling the aggregation of tags from
lower-level data by upper-level nodes. This facilitates
rapid judgment during the auditing phase on whether
data corruption has occurred and allows precise lo-
calization of the corrupted data item. Moreover, it
adapts to the dynamic growth of the NDN namespace,
thereby achieving auditing and integrity management
for cached NDN content.

Verification Process: As shown in Figure 4, the
verification process consists of the following steps:
1) The producer generates Data Packets with dual
signatures and caches them in the NDN node’s CS.
2) The auditor constructs the CSNAT and periodi-
cally initiates random challenges to the CS, requesting
storage proofs. 3) The CS generates proofs based on
the challenges, including aggregated signatures. 4) The
auditor verifies whether the proofs match the tags in
the CSNAT; if verification fails, the auditor recursively
locates the corrupted data and triggers retransmission.

This scheme ensures the immediate availability of
cached data and significantly reduces end-to-end la-
tency by performing efficient auditing and early re-
transmission.

The detailed method is as follows:
ChallengeGen(ContentName) → (Q): The audi-

tor randomly generates a challenge set. Specifically,
it randomly selects c name prefixes (Prefix), and
for each prefix generates a random number η ∈ Z∗

q ,
thereby forming the challenge set Q.

Q = {(Prefix1, η1), (Prefix2, η2), . . . ,

(Prefixj , ηj)}
(4)

Then, the auditor sends a challenge Q to the CS.
ProofGen(Q)→ (Proof): When the CS receives the
challenge request from the auditor, it needs to compute
the storage proof Proof and return it to the auditor.
The CS locates the cached content m according to
each ContentName in the challenge set, and then
constructs the storage proof.

proof = {(ContentName1,m1, sig1, pk1),

(ContentName2,m2, sig2, pk2), . . . ,

(ContentNamei,mi, sigi, pki)}
(5)

Here, pk denotes the producer’s public key of the
Data Packet. Finally, the CS sends the storage proof
proof to the auditor.

Verify(Proof, CSNAT.prefix) → {0, 1}: Upon
receiving the storage proof, the auditor verifies it. If the
verification succeeds, it indicates that the cached data
and the signatures have not been corrupted, and the
output is 1. If verification fails, the auditor recursively
executes the verification algorithm to further locate
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Fig. 4. Cache verification mechanism for deep space NDN nodes

the data packets that fail integrity verification and re-
quests the CS to retransmit. The verification proceeds
as follows: the auditor computes the aggregated tag
σagg =

∑c
j=1 σprefixj · ηj . The auditor then checks

whether the following equality holds (omitted here for
brevity) and outputs the verification result accordingly.

e(σagg, g2) = e

(
c∑

j=1

∑
i∈prefixj

ηj

(
H1(ContentNamei

∥i) +mig1

)
, βi

)
(6)

If the verification succeeds, the data and signa-
ture are intact, and the output is 1. If the ver-
ification fails, the algorithm recursively executes
V erify(Proof, CSNAT.prefix.child) to verify the
integrity of the child nodes of the challenged prefix in
the audit tree, as well as the corresponding data and
signatures, until the corrupted Data Packet mj is pre-
cisely located. The auditor then re-verifies the located
Data Packet using V erifyECDSA(spkj ,mj , sigj) =
True. If this verification succeeds, it is determined
that the cached data has not been corrupted, and the
output is 1. If the verification fails, it is determined
that the cached content is corrupted, and the output is
0, after which the node is required to retransmit the
Data Packet.

V. EXPERIMENT AND EVALUATION

To verify the effectiveness of the NDN cache
data integrity verification scheme, this section
conducts experimental evaluation by simulating the
Earth Moon communication scenario, focusing on
the dynamic simulation capability of the platform
and the performance of the verification scheme
in deep space radiation environment. Experiment

using two open-source software to build NDN
container images: ndnd (https://github.com/named-
data/ndnd)Used to implement NDN forwarding
daemon, supporting core NDN protocol functions;
python-ndn (https://github.com/named-data/python-
ndn)Provide Python interface for easy development
and integration of validation algorithms.

A. Experimental setup
The experiment is based on the platform proposed

in this article, simulating the communication scenario
between the Earth and the Moon, including ground
consumers, GEO orbit cache nodes, and lunar pro-
ducers. The average distance between the moon and
GEO nodes is about 384400 kilometers, with a one-
way propagation delay of about 1284 milliseconds;
The distance between the ground and GEO nodes
is about 42460 kilometers, with a one-way delay of
about 142 milliseconds. The cache node is affected by
cosmic rays, and based on reference [29], the proton
single particle flipping effect (SEU) error rate is set
to about 1.51 × 10−7, and the heavy ion SEU error
rate is 4.21×10−8 . NDN nodes are deployed in con-
tainer form, and the core image implements forwarding
function based on NDND. Python NDN supports dual
signature and CSNAT verification logic. The attack
and defense subsystem randomly introduces bit flips
to simulate data or signature corruption. Consumers
initiate 1000 interest package requests per hour, and
the experiment lasts for 10 hours. The average end-
to-end latency, damage detection rate, retransmission
data volume, and verification time cost are calculated.

B. Experimental results
End-to-End Latency: Figure 5 compares the aver-

age end-to-end latency between deployment validation
schemes (including audit mechanisms) and those with-
out audit mechanisms. Without an audit mechanism,
the accumulation of cache data corruption results in
interest packets needing to be traced back to the lunar
producer. In the first hour, the average end-to-end
delay is about 821 milliseconds. As time goes on,
the damaged packets gradually accumulate. Once valid
packets are not obtained, the interest packets will be
transmitted to the producer and then retransmitted.
Therefore, when the simulation reaches the 10th hour,
the average end-to-end delay increases to 1587 mil-
liseconds. This scheme actively detects and retransmits
damaged data through CSNAT and dual signature
auditing. Through this mechanism, the vast majority of
interest packets can hit the cache and obtain valid data
packets, resulting in an average end-to-end delay of
360-500 milliseconds in the 10 hour simulation, with
an average reduction of about 83.6%. This indicates
that the platform supports efficient verification and
significantly reduces costly retransmissions.

Corruption Detection Efficiency: Figure 6 shows
the detection performance of damaged entries under
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Fig. 5. Comparison trend of end-to-end transmission delay over
time

Fig. 6. Trend chart of damage detection with changes in cache size

different cache sizes (100MB to 1000MB). As the
cache size increases, the detection ratio gradually
decreases. This is because the prefix space grows
exponentially, and the auditor’s random challenge
mechanism cannot cover all prefixes, resulting in a
gradual decrease in the detection ratio. However, as
the number of damaged entries increases, the de-
tection ratio stabilizes at 0.8-0.9. This indicates that
the CSNAT structure, supported by this platform, can
efficiently locate damaged data and maintain validation
robustness when facing large-scale data.

Retransmission Data Volume: Figure 7 compares
the retransmission data volume triggered within 200
hours between the traditional single signature scheme
and this scheme. The dual signature audit scheme
proposed in this scheme distinguishes between content
and signature errors, retransmits only necessary data
in the vast majority of time periods, and significantly
reduces the amount of retransmitted data. This plat-
form can also perform unnecessary retransmissions on
erroneous data blocks, thereby significantly reducing

Fig. 7. Comparison of retransmission data volume between tradi-
tional single signature and the dual signature scheme proposed in
this paper in deep space environment

Fig. 8. Comparison of Verification Time Cost under Different Data
Block Sizes

communication overhead. From the simulation situa-
tion, the amount of retransmitted data is better than
that of the single signature scheme.

Verification Time Overhead: Figure 8 shows the
validation time of this scheme and the comparative
scheme [29] under different data block sizes (100MB
to 1000MB). As the size of the data block increases,
the time of both methods shows a linear upward trend.
This scheme benefits from the simplified design of
pairing verification, which reduces the computational
cost before pairing in the spatial network, significantly
reduces the computational cost, lowers the frequency
of pairing and computation, reduces resource pressure,
and saves about 48% of time, adapting to the limited
computing power environment of deep space nodes.

CSNAT Update Efficiency: Figure 9 compares
the number of update nodes between CSNAT and
traditional Merkle trees at different cache sizes. As
the number of data packets increases, in traditional
Merkle trees, each update requires recursive recalcu-
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Fig. 9. Comparison of the average number of update nodes for
different audit trees as cache size increases

lation of all hash values from the modified node to the
root node, and the computational cost also increases
accordingly. Compared with the CSNAT proposed in
this paper, which has a smaller depth and uses named
prefix indexing, the number of nodes updated each
time is also reduced. The number of updated nodes
is about half of the Merkle tree (about 6.5 vs. 13 for
8000 data points), and the update cost is reduced by
about 50%, significantly reducing overhead.

Experimental results show that the platform, through
dynamic topology simulation and the attack-defense
subsystem, accurately simulates the radiation envi-
ronment of deep space NDN networks and supports
the efficient operation of the verification scheme. The
integration of ndnd and python-ndn ensures rapid
deployment of NDN nodes and flexible implemen-
tation of verification logic. The dual-signature and
CSNAT mechanisms effectively guarantee the integrity
of cached data, while early retransmission reduces
latency. Optimization of verification time and update
overhead makes the scheme well-suited for resource-
constrained deep space nodes. The visualization sub-
system intuitively presents the verification process,
enhancing the interpretability of the scheme. Overall,
the platform’s dynamic support and modular design ef-
fectively validate the performance of the NDN scheme
and provide a reliable tool for space network security
research.

VI. CONCLUSION

This paper proposes a modular space network
attack-defense simulation and visualization plat-
form. Through the collaboration of four subsys-
tems—satellite motion simulation, network simula-
tion, attack-defense, and visualization—the platform
achieves the simulation of highly dynamic space net-
works and the integrity verification of NDN cached
data. It addresses the problem of cache data corruption

caused by cosmic rays in deep space environments,
significantly reducing end-to-end latency. Experimen-
tal results show that in simulated Earth–Moon commu-
nication scenarios, the proposed scheme reduces the
average delay by approximately 83.6% while main-
taining low computational and storage overhead, thus
demonstrating the efficiency of the platform and the
robustness of the scheme. Moreover, the visualization
subsystem enhances the interpretability of the attack-
defense process through three-dimensional dynamic
presentations, providing intuitive support for security
research in deep space NDN networks.

Looking forward, the platform can be further ex-
tended to other attack-defense scenarios, such as in-
tegrating artificial intelligence to optimize radiation
environment simulation or supporting more sophisti-
cated NDN security mechanisms (e.g., post-quantum
signature algorithms). By incorporating more advanced
dynamic topology algorithms and multi-scenario ver-
ification modules, the platform is expected to pro-
vide more comprehensive security verification support
for integrated space–ground networks and deep space
communications, thereby laying a solid foundation for
the reliable operation of space networks.
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