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Abstract 
The use of machine learning (ML) has been widely used to control part dimensions 
during production. Parts manufactured in the automotive sectors also use ML to obtain 
better accuracy when selecting parts within the customer's specification limit. In this 
work, it will be simulated how connecting rods can be selected during the machining 
process inside a metallurgical plant through the application of seven ML algorithms: 
Decision Tree Classifier, Logistic Regression, k-Nearest Neighbors, Random Forest 
Classifier, Gaussian NB (Naïve Bayes), SVC (Support Vector Clustering) and Neural 
Network. The values for the diameter of the small connecting rod eye and the outer 
diameter are based on data from the literature. Simulations of training and testing data 
were obtained through Python programming and this data was entered into each of the 
seven ML techniques. 

Keywords 
Connecting rods, control, machine learning, production, manufacturing, confusion 
matrix 

1. Introduction  

In the functioning of the connecting rod as an important element of an engine that 
converts piston motion into crankshaft rotational motion can be explain in [1],[2]. 
Structurally speaking, the connecting rod can be divided into three parts: small end, 
big end and shank. 
The production of connecting rods which can be produced by casting, forging or 
powder metallurgy method [3]. The forging process is a cheaper process, but the parts 
do not come out of the forging process with drawing specifications. In this way, the 
connecting rods are sent to the machining process to reach the specific dimensions. 
The casting process, on the other hand, generates internal micro-holes in the part and 
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this compromises the robustness of the product. The powder metallurgy method 
although more expensive is a process where the dimensions specified in drawings can 
be easily achieved and it is considered to be a high precision process. 
The causes of connecting rod failures were studied in [4]. Failures may be due to 
structural design, type of material and dynamic loads. The tests used in the study and 
that can analyze a connecting rod can be visual observation, metallurgical testing, 
magnetic particle testing, fractography analysis by stereo and scanning electron 
microscopy, residual stress analysis, dimensional inspection, chemical analysis, 
Brinell, hardness testing, tensile testing, analysis, microstructure analysis and grain 
flow analysis. 
To optimize the connecting rods, for example, regarding their weight, the Finite 
Element Method (FEM) can be applied using ANSYS, for example. Weight 
optimization was performed under a loading force of 30 kN [5]. 
ANSYS software is used for static analysis of connecting rod also using Finite 
Element Analysis Method [6]. Simulations are based on the removal of the material 
from the connecting rods maintaining its strength and integrity. 
Failure and stress studies on connecting rods were also performed in [7]. The 
geometric model was created by CATIA software and later, this model was exported 
to ANSYS to divide the model into finite elements. 
The modal analysis of a connecting rod is presented in [8]. FEM analysis was 
performed by ANSYS software where they were extracted first six natural 
frequencies corresponding mode shapes. 
The connecting rod model that will be used in this article is shown in Figure 1[6]. 
The focus will be on simulating small end inner and outer diameter values for both 
training and testing data. 

                        

Figure 1. Structure of a connecting rod with its specified dimensions [6]. 
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2. Related Work  

Problems of defects and irregularities in parts has always been a problem in 
manufacturing. As in this work, which portrays defects in the manufacture of 
connecting rods on a production line using seven machine learning (ML) techniques, 
other authors commented on the problems of parts manufactured by a process called 
selective laser sintering (SLS) using only one ML technique [9]. Some tests can be 
destructive and others non-destructive. These authors applied machine learning (ML) 
techniques such as convolutional neural networks (CNN) to allow the automatic 
classification of defects in SLS in non-destructive tests. Powder bed defects can 
influence the quality of the parts and in some cases, the parts need to be discarded, 
which in the latter case causes waste of material. The method to evaluate the defect 
consists in training neural networks with many images. The images of the pieces were 
captured by a high-resolution camera in real time. The metrics called of accuracy, 
precision, sensitivity, and F1-Score were used to evaluate the performance of two 
different CNN models. 
The use of Bosch data to detect faults in production lines has been implemented in 
three types of ML as Support Vector Classifier, Decision Tree Classifier and KNN 
Classifier [10]. 
Authors revised about the integration of ML algorithms to establish the quality of 
parts, saving time, energy and resources, and avoiding waste. Between 1995 and 
2020, there is a report that 34% of publications related to production control applied 
an artificial neural network. In sequence, 14% was used the genetic algorithm, 13% 
was applied the Support Vector Machine (SVM), 10% was used the Random Forest, 
7% was applied logistic regression and 5% was controlled the processes with Naïve 
Bayes [11]. 
A review of the last ten years of the challenges faced when applying AI - Artificial 
Intelligence in manufacturing processes is carried out, in addition to reviewing the 
main techniques [12]. One such challenge considered is data confidentiality where 
data can be revealed directly during transmission and processing. 
To detect defects in parts in production, an intelligent system based on deep learning 
was developed, designed, and tested. The designed artificial intelligence system aims 
to learn which process parameters can make the product out of specification [13]. 
This knowledge means that the manual configuration is due to be replaced, since the 
process parameters are automatically adjusted. 
It is to predict the quality in the milling process six trained and tested machine 
learning models were applied as Support Vector Machine (SVM), k-Nearest 
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Neighbors (KNN), Ridge Regression classifier (RidgeRe), Gaussian Naive Bayes 
classifier (GNB), Decision Tree (DT), Multi-Layer Perceptron (MLP) [14]. It is to 
evaluate the performance of the models, four equations were used as accuracy, 
precision, recall, and specificity. All these equations are described with parameters 
TP, TN, FP and FN being TP the true-positive predictions (true “OK” predictions), 
TN the true-negative predictions (true “NOK” predictions), FP the false-positive 
predictions, FN as false-negative predictions. 
Just as connecting rods are engine components, bearings are also part of engines. To 
evaluate the bearing faults three classification algorithms were trained and tested as 
KNN, Decision Tree and Random Forest. The Confusion matrix was shown for each 
classifier [15]. The five equations called precision, sensitivity, specificity, prediction, 
and F1-s containing as parameters TP, TF, FP, and FN were used to predict the quality 
of the ML techniques. 
The identification of defective components during manufacturing in the aerospace 
industry using real-time deep learning was proposed in [16]. In this case, 
convolutional neural network (CNN). For the project, 1,550 images of aircraft 
wingtip assemblies were used, which were taken using a high-definition camera. Of 
these images, 80% were used for training dataset and the dataset remaining 20% for 
the test dataset. The validation of the method was given applying equations of 
accuracy, precision and F1 score. All equations involving the four parameters: TP, 
TF, FP, and FN. 
It to improve the prediction of production must understand the algorithmic behavior 
and results of machine learning methods [17]. Then, it was shown how mathematical 
techniques may be applied to machine learning methods to investigate the algorithmic 
behavior of some methods and therefore help improve their performance. The work 
shown calculations involving sums and integrals and, therefore, it was needed to have 
a more advanced mathematical knowledge to read it. 
To predict possible valve failures, it was applied ML models such as linear regression 
and K-Means. Failures caused by valves in an industrial process, can cause line 
stoppages due to unforeseen breaks [18]. So, in addition to not causing these stops, 
ML techniques can also improve the operator's routine and reduce maintenance costs. 
Accuracy of machine learning methods are also used to verify cyber-attacks. A 
proposal to improve cybersecurity is the use of three different types of machine 
learning and for each one parameter that include accuracy are calculated [19].   
To estimate the possibility of a cancer diagnosis in a person, machine learning 
techniques were used. In this way, five Random Forest methods Classifier, Support 
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Vector Machine, K-Nearest Neighbor (KNN), K-Means Clustering, Decision Tree 
Algorithm were used in the biomedical field and the precision of each method was 
calculated. The confusion matrix used in this work also follows the same model as 
the work proposed in this paper [20]. 

3. Theory and Calculation 

Consider that for a better understanding of the machine learning models used in this 
work, it would be advisable to review the concepts of each of the seven models as 
Naïve Bayes, K-Nearest Neighbors (k-NN), Decision Tree, Support Vector 
Clustering (SVC), Logistic Regression and Neural Network. In this way, one by one 
is briefly described. 

3.1 Naïve Bayes (Gaussian NB) 

When it is assumed that all characteristics are independent given the class attribute, 
the Naïve Bayes classifier can be used, as shown in Figure 2 [21]. 

 

Figure 2. Topography of a Naive Bayes classifier where each feature Xi (i = 1, 2,..., 
5) only depends on the class attribute. Y represents the class node and X represents 
the feature node [pp. 21]. 

It is necessary to understand Bayes' theorem to understand how the Naïve Bayes 
classifier works [22]. 
Mathematically writing, the joint probability between an event A and an event B to 
occur is given by: 
 

 𝑃𝑃(𝐴𝐴 ∩ 𝐵𝐵) = 𝑃𝑃(𝐵𝐵)(𝐴𝐴/𝐵𝐵)                               (1) 
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Or:  
 

𝑃𝑃(𝐵𝐵 ∩ 𝐴𝐴) = 𝑃𝑃(𝐴𝐴)(𝐵𝐵/𝐴𝐴)                               (2) 
 
Making the equations equal: 
 

𝑃𝑃(𝐵𝐵)(𝐴𝐴/𝐵𝐵) = 𝑃𝑃(𝐴𝐴)(𝐵𝐵/𝐴𝐴)                           (3) 
 
Isolating a term P(A/B): 
 

𝑃𝑃(𝐴𝐴/𝐵𝐵) = 𝑃𝑃(𝐴𝐴)𝑃𝑃(𝐵𝐵/𝐴𝐴)
𝑃𝑃(𝐵𝐵)

                    (4) 

One way to get P(B) is given by: 
 

𝑃𝑃(𝐵𝐵) = 𝑃𝑃(𝐴𝐴 ∩ 𝐵𝐵) + 𝑃𝑃(𝐴𝐴𝐶𝐶 ∩ 𝐵𝐵)                  (5) 
 
Onde: 𝐴𝐴𝐶𝐶 is the complementary probability of A. 
 
Replacing eq. (2) and (5): 
 

𝑃𝑃(𝐵𝐵) = 𝑃𝑃(𝐴𝐴)𝑃𝑃(𝐵𝐵/𝐴𝐴) + 𝑃𝑃(𝐴𝐴𝐶𝐶)𝑃𝑃(𝐵𝐵/𝐴𝐴)              (6) 
 
Replacing eq. (5) in (4), we have Bayes' theorem written as follows: 
 

𝑃𝑃(𝐴𝐴/𝐵𝐵) = 𝑃𝑃(𝐴𝐴)(𝐵𝐵/𝐴𝐴)
𝑃𝑃(𝐴𝐴)𝑃𝑃(𝐵𝐵/𝐴𝐴)+𝑃𝑃�𝐴𝐴𝐶𝐶�𝑃𝑃�𝐵𝐵/𝐴𝐴𝐶𝐶�

                       (7) 

If P(Aj) and P(B|Aj) are given, then P(B) is given by: 
 

𝑃𝑃(𝐵𝐵) = ∑ 𝑃𝑃�𝐵𝐵/𝐴𝐴𝑗𝑗�𝑃𝑃�𝐴𝐴𝑗𝑗�𝑗𝑗                       (8) 
 
Them Bayes' theorem written as follows: 
 

𝑃𝑃�𝐴𝐴𝑗𝑗/𝐵𝐵� =
𝑃𝑃�𝐵𝐵/𝐴𝐴𝑗𝑗�𝑃𝑃�𝐴𝐴𝑗𝑗�

∑ 𝑃𝑃�𝐵𝐵/𝐴𝐴𝑗𝑗�𝑃𝑃�𝐴𝐴𝑗𝑗�𝑗𝑗
                       (9) 

An example of application of the Naive Bayes method where the default of short-
term loans for a Tunisian commercial bank was predicted can be read in [23]. 
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The Naive Bayes classifier was used on sentences containing these ambiguous words 
to remove ambiguity between sentences translated using two languages [24]. 

3.2 K-Nearest Neighbors (k-NN) 

A famous classification technique of machine learning is called k-nearest neighbors 
(k-NN) [25]. 
It is one of the simplest predictive models that exists only based on the distance of 
the close neighbors, without taking into account any other type of information [26]. 
A model to improve the k-NN technique was applied in [27]. The k-NN was used 
together with the genetic algorithm to improve a ranking. 
The k-NN method was applied to forecast fuel consumption to define an adequate 
energy budget, since there is a lot of expenditure to purchase fuel for agricultural 
machinery on farms [28]. 

3.3 Decision Tree 

Decision trees (Figures 3 and 4) can be used to solve classification and regression 
problems. The advantages of using a decision tree are the use of less data and less use 
of computational resources [25]. These benefits left the most popular decision tree. 
The outputs for classification decision trees are categorical and regression variables 
are numerical outputs [26]. 

 
Figure 3. Classification tree: an example of categorical outcomes [25, pp. 102]. 
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Figure 4. Regression tree: an example of numeric outcomes [25, pp. 102]. 

3.4 Random Forest 

A problem that can be observed in decision trees is the possibility of overfitting 
training data [26]. A problem that can be observed in decision trees is the possibility 
of overfitting training data. To solve this problem, the random forest method can be 
used, which consists of obtaining several individual decision trees that depend on 
random characteristics. Each tree is different from the other. 

3.5 Support Vector Clustering - SVC 

The Support Vector Clustering (SVC) is a technique based on Support Vector 
Machine (SVM) with optimizing of the classification by a quadratic function [29]. 
In Figure 5 it can see data distributed in different ways. In two of them (a and c) the 
SVM can be used to build a data separation line. In case b, this is not possible. A 
quadratic function, rather than a linear one, would be more suitable in this case, so 
using SVC would be more interesting. 
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Figure 5. Examples of data where there is linear separation (a and c) and where linear 
separation cannot be used (b) [30, pp.140]. 

In SVM a hyperplane is built to group the data and in SVC a hypersphere with the 
smallest radius is built [31].  Support vectors are called the data that fit on the 
surface of the hypersphere. It is these data that determine the cluster's contour region 
(Figure 6). 

 
Figure 6. Example of a hypersphere of smaller radius that encompasses all data [30, 
pp. 138]. 

3.6 Logistic Regression 

The Logistic Regression is a technique used to predict, in priority, qualitative 
predictions. [25]. Generally, two discrete classes are to be predicted, such as pregnant 
and non-pregnant. 
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The Logistic Regression is defined as a linear classifier (Figure 7) that calculates the 
probability of samples for two different classes [32]. 

                        
 

Figure 7. Logistic Regression is part of the linear classifiers [33, p.31]. 

Binary classification can be performed by applying a sigmoid function where any 
number is transformed into values between 0 and 1 (Figure 8). When applying a limit 
of 0.5, values below this value are classified as 0 and above are classified as 1. That 
is, class A or class B (Figure 9). 

                          
Figure 8. An example of using a sigmoidal function for binary classification [25, 
pp.64]. 
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Figure 9. Use of the Logistic Regression technique to classify data [25, pp.66]. 

The Figure 10 shows the separation lines generated by two models: logistic regression 
and SVM [34]. In this case, the sepal and petal size data refer to a collection of flowers 
of the species Iris Setosa and Iris Versicolor. From what can be seen, logistic 
regression separates the binary classes through a separation line. 

                           

Figure 10. Using logistic regression and SVM to separate binary classes [34, p.89]. 
For classification in a scenario containing more classes, the multinomial logistic 
regression [25]. 
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3.7 Neural Network 

A network built with multiple neurons and one layer in the late 1950s was called a 
perceptron by Rosenblatt (Figure 11) [35], [36].  

 
Figure 11. Original perceptron model proposed by Rosenblatt with one layer [35]. 

According to Figure 12 which represents a perceptron with four layers, going from 
the input layer (k = 0) to the output layer (k = 3). Intermediate layers (k = 1 and k = 
2) are called hidden layers. 

 
Figure 12. Four-layer neural network (multilayer perceptron) [36, p. 40]. 

It is described a case study using neural networks to calculate the energy consumed 
by a milling tool in a milling process [37]. Although there are several variables in the 
process, only three variables were chosen: feed rate, spindle speed and depth of cut. 
Although there are many types of neural networks, the authors opted for the 
multilayer perceptron (MLP) whose model is shown in the Figure 13. 
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Figure 13. Example of MLP used to calculate energy consumption used in a milling 
tool [37, pp.1429]. 

In neural model according to Figure 13 there are three layers:  input layer, hidden 
layer, and output layer. The values of the three parameters enter the input layer. In 
the output layer, represented by a neuron, energy prediction is performed. 
To inspect online for surface defects in tiles during the manufacturing process used 
IR images and artificial neural networks, with defective and non-defective tiles [38]. 

3.8 Confusion Matrix 

An accuracy of machine learning models can be evaluated through of the use of a 
matrix called a Confusion Matrix [39]. 
The number of classes indicates the size of the confusion matrix M, for example, it is 
a problem of separating two classes as in this work, a matrix is 2 x 2 as defined in 
Figure 14 a. 
If the number of classes is C, then the matrix size will be C x C as shown in figure 14 
b. 
Analyzing a binary separation (1 and -1 classes), the matrix element M11 is called 
true-positive (TP), M12 element is called false-negative (FN), M21 element is called 
false-positive element (FP), and M22 element is called true-negative (TN). 
It is M12 element referred to the number of ones that are of class 1 but, which were 
classified as -1. 
Element M21 shows the number of elements that are -1 but classified as 1. 
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Figure 14. a) Confusion matrix for problems with binary classification and b) for 
problems with multiclass [39, pp.108 - 109]. 

The equation that calculates the accuracy is given by: 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

                (10) 

The machine learning model would be perfect if there were only diagonal elements, 
that is, FP = FN = 0. 

4. Procedure 

Two scripts in Python were written to carry out this work. The first one consists of 
simulating the data of the internal and external diameters of the connecting rod, where 
there would be one thousand simulated points (Figure 15) as input data and five 
hundred test points (Figure 16). 
For the inner diameter, the program simulated one thousand random values between 
the values of 13.95 mm and 14.05 mm as input data and five hundred values as test 
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data. 
For the outer diameter were simulated one thousand input values and the five hundred 
test data ranged between 21.95 mm and 22.05 mm. 
The Python random number function was used to generate these diameters. 
The simulations of diameters of connecting rods that satisfy the design specification 
are shown in Figures 15. 
The simulated inner and outer diameter values were put together in two different 
columns, each containing one thousand or five hundred points, so that they can be 
plotted on a graph to verify which of them are in or out of a possible specification. 
Such chosen specification is a circumference of radius r of 0.04 mm and center 14.22 
mm., that is, within this circumference the connecting rods would continue to be 
produced. If the values are outside the circumference contour, the connecting rods 
would be scrapped or could be machined again so that they can return the production 
line, avoiding material waste. 

 
Figure 15. One thousand dice are used for training. Points blue marked with "+", 
inside the circle are within the values specified by the customer. 
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Figure 16. Five hundred test data were used to make the predictions. Points blue 
marked with "+", inside the circle, are within the values specified by the customer. 

The second script consisted of reading the data from the first script and these data 
were training input data (one thousand pieces of data for each diameter) and test input 
data (five hundred pieces of data for each diameter) to each of the seven machine 
models learning.   
The test size, which is parameter, is a number between 0 and 1, is a number that 
indicates the number of data used for testing within the training input values. The 
value used was 0.35, which means 35% of the thousand input data, corresponding to 
the value of 350 data. Remarkably high values of test size may indicate that there is 
not much data for training. There is no ideal test size number, and this number is 
chosen from according to the programmer's experience. 
There are Python libraries that already have the models of each ML studied here, just 
the programmer already has experience with the parameters that are requested in the 
input. 
For example, to import one of these libraries into logistic regression just write in the 
script: "from sklearn.linear_model import LogisticRegression". For the neural 
networks, the tensorflow library was imported. 
Consider used parameters in each ML method: 
• Decision Tree: criterion= entropy and random_state=0, 
• Logistic Regression, solver= lbfgs and random_state=0, 
• k-NN, n_neighbors=8, metric=minkowski and p=5, 
• Random Forest: n_estimators=17, criterion= entropy and random_state=0, 
• Gaussian NB: no option was chosen, 
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• SVC: kernel= rbf and random state= 1, 
• Neural network: three layers being eight input neurons, four neurons in the hidden 
layer, and one neuron in the output layer. The number of epochs inserted that defines 
the number times that the learning algorithm worked was 600. The optimizer used 
was RMSprop, loss was mean squared error and, metrics was accuracy. 
All this information above is inserted in a code of the standard script of the Python 
language. For each ML, a line of code is written including all of them. 
To calculate the accuracy and the confusion matrix, two functions were created, one 
of which was for six types of ML used, except neural networks and the other, 
specifically for neural networks. Neural networks have the number of epochs as an 
input parameter and therefore, it was necessary to build a separate function from the 
other methods. 
The output results obtained would be accuracy and confusion matrix where this 
matrix informs the true-positive (TP), false-negative (FN), false-positive element 
(FP), and true-negative (TN) values. With these values one can easily calculate the 
accuracy of each method. The diagonal of the matrix represents the TP and TN 
values. 

5. Results and Discussion 

Considering that the thousand training data and the five hundred test data, which refer 
to the diameters, are common data for the seven different types of machine learning 
used in this work, then, the Python program returns the confusion matrix (Table 1) 
for each method. 
The confusion matrix for each machine learning model is shown in Table 1. 
Table 1. Confusion matrix obtained for each classifier used in training. 

 
Machine Learning Confusion Matrix 

Decision Tree [[234  6] 
[15  245]] 

Logistic Regression [[114 126] 
[[119 141]] 

k-NN [[234  6] 
[15  245]] 

Random Forest  [[228  12] 
[11  249]] 

Gaussian NB [[240  0] 
[47  213]] 

SVC [[237  3] 
[13  247]] 
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Neural Network [[235  5] 
[10   250]] 

 
The values for each accuracy shown in Figure 17 can be calculated using eq. (10) 
where 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝐹𝐹𝐹𝐹 = 500 for all cases (total number of test data).  The 
sum of diagonal elements 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 results in the numerator value of that equation.    
 
Decision Tree:  

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

= 234+245
500

≈ 0.96          (11) 

 
Logistic Regression: 
 

𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

= 114+141
500

≈ 0.51            (12) 

 
K- NN: 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

= 234+245
500

≈ 0.96        (13) 

 
Random Forest: 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

= 228+249
500

≈ 0.95        (14) 

 
Gaussian NB: 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

= 240+213
500

≈ 0.91            (15) 

 
SVC: 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

= 237+247
500

≈ 0.97        (16) 

 
Neural Network: 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

= 235+250
500

≈ 0.97            (17) 

 
All these calculated accuracy values were plotted to find out the best methods (figure 
17). 
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Figure 17. Accuracy obtained for each classifier used in training. 

According to Figure 17, only the logistic regression presented a value considerably 
lower than the other methods. The explanation for this is explained that logistic 
regression is defined as a linear classifier and the data used cannot be separated 
linearly, as they have a circular symmetry. 
For the other six types of ML, values were greater than 90%, reaching 97% for SVC 
and neural networks, which shows that good experience can be had with these 
methods on the production line. Logically, one can take more data to improve training 
for greater accuracy or even change the training input parameters. In the case of 
neural networks, for example, an independent study could be carried out to study the 
number of hidden layers that could be used for a better performance of the system. 
Of course, you can also modify the optimizer, loss, and metric parameters. The 
optimizer parameter adjusts parameters to minimize loss and the loss parameter 
measures predicted output of a model and the actual output. 
However, it is worth emphasizing that there is a time in the connecting rod 
manufacturing line, and a very dense and complex neural network can delay 
production. Therefore, it is necessary to balance the accuracy value with the 
production time, since even though accuracy is achieved with high significant values, 
a high system response time is not desired to identify whether a connecting rod is 
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scrap or not. 

6. Conclusion and Future Scope  

To understand the accuracy of the seven machine learning methods used in this work, 
training data and test data are the common input parameters for each method. The 
Figure 15 shows the thousand simulated data referring to the variation of the 
connecting rod diameter and which are the input data for each method. 
Figure 16 shows the data used for the test, in which five hundred different diameter 
values were simulated.  
All programs were run in the Python programming language.  
As the precision equation to be calculated was informed in eq. 10 and given that the 
Python simulations report the confusion matrix shown in Table 1, then according to 
Figure 17, the best techniques used were SVC and Neural Network, both with 0.97 
accuracy. Next, appear K-Neighbors and Decision Tree, both with 0.96 accuracy. 
The accuracy evaluated for Random Forest was 0.95. The accuracy of Gaussian NB 
is 0.91. 
The only machine learning technique far below the value of all others is Logistic 
Regression.  
Thus, the value for this classifier was lower than the other values. 
Assuming that data with circular symmetry in a production environment, six machine 
learning techniques can be used with precision above 0.9. Obviously, calculation time 
is also important as well as accuracy. 
In a perspective for the future, it would be to apply this method in a production line 
of a metallurgical company that manufactures connecting rods to verify the 
application this model directly in the production line and compare whether the 
connecting rods are within or outside the diameter parameters specified by the design 
created by the product engineering department. 
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