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In recent years, an increasing number of real-time applications have become more sensitive to the freshness of information, which
requires that packets reach the receiver as promptly as possible. As a measure of information freshness, it is of great interest to
measure the age of information (AoI) on multi-source networks. In this paper, we propose a new queueing system: the systems with
N sources, Single buffer, Non-source-aware, and LCFS-S (NSLS-Q system). To simplify the study, we first studied the queueing
system for Two sources, Single buffer, Non-source-aware, and LCFS-S (TSLS-Q system). We then generalize the conclusions to
the NSLS-Q system. We model the queueing system using a stochastic hybrid system (SHS) to solve for the age of information in
the queueing system. In this, Markov chains are used to represent the state transitions. We then compared the system with other
queueing systems through numerical results. The results show that the queue model performs better in terms of AoI compared to
the traditional queue model.

Index Terms—Age of information, markov chain, stochastic hybrid systems, multi-source queueing systems, random processes,
communication networks.

I. INTRODUCTION

THERE is a class of systems that are only interested
in up-to-date information about the content, such as

autopilots, monitors, and vital signs monitors. In this type
of system, untimely information can easily lead to accidents.
The freshness of the information is very important. Traditional
metrics such as throughput, delay, etc. are not sufficient to
describe and evaluate such systems, so in recent years a
new metric has been introduced: age of information, which
represents how fresh the information is. This concept was
originally proposed in the context of vehicular networks [1]
[2]. Later, AoI was introduced into the network model. Solving
AoI for different queueing systems has become a hot topic of
research in recent years.

The study of queueing systems was first presented in [3].
The authors of [3] analysed the AoI of the three queueing
systems M/M/1, M/D/1 and D/M/1. Since then, the solution
of the AoI of queueing systems has been developed. The work
[4] [5] verified conclusions of [3] by experiment. The work
[6] further derives formulas for AoI of M/M/1/1, M/M/1/2,
and M/M/1/2*. The authors of [7]–[12] examine the AoI of
M/G/1, G/M/1, and G/G/1 queueing systems. The above work
is to solve the model of the infinite queue of First-Come, First-
Served (FCFS) systems. In FCFS systems, three methods exist
in the past literature to optimise the system AoI: reducing the
buffer size [13] [14], using random deadlines [14]–[17], and
changing the packet replacement rules [6] [14] [18] [19].

After studying single-source systems, numerous studies
began to study multi-source systems [20]–[31]. The authors of
[25] [26] discuss multi-source, multi-hop wireless networks.
The authors of [27] propose energy-efficient variants of the
two scheduling policies to reduce the system energy consump-
tion.
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Two Last-Come, First-Served (LCFS) preemption policies
are proposed in [20]: LCFS-S and LCFS-W. LCFS-S is the
LCFS policy that allows preemption of packets in queues
and services; LCFS-W is the LCFS policy that only allows
preemption of packets in queues.

For the current papers on optimising AoI, excluding differ-
ent scenarios and changes to the queuing model, it is often a
matter of finding the optimal data update rate λ. and the best
service rate µ. Existing AoI optimisation strategies include:
changing the service policy of the system from the traditional
FCFS to LCFS; modifying the priority of the queuing system,
where AoI-sensitive services have a high priority, essentially a
priority queue system (priority queue). There are also a variety
of optimisation strategies, and the corresponding queuing
theory models are highly variable. Therefore, we propose a
new queueing system: the systems with N sources, Single
buffer, Non-source-aware, and LCFS-S (NSLS-Q system). We
will refer to this queuing system as NSLS-Q for short. To
simplify the study, we first studied the queueing system for
Two sources, Single buffer, Non-source-aware, and LCFS-S
(TSLS-Q system). We then extrapolated our conclusions to N
sources.

A. Contributions
The main contributions of this paper are as follows:
In this system we first studied the TSLS-Q system. Specifi-

cally, the system has the following characteristics: there are
two sources, and both sources share the same server; the
system (server and waiting queue) contains at most two
packets, which means that, in addition to the packet being
served, the queue contains at most one waiting packets (
the waiting room space is 1); non-source-aware, that is, new
packets can preempt packets from other sources; and if the
system is full when a new packet arrives, the oldest packet
(the one being served) will be replaced by the newly arrived
one. As shown in Fig. 1.
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We derive the age of information for TSLS-Q system using
SHS. We then generalize the conclusion for two sources to
N sources system, NSLS-Q system. Also, numerical results
are used to compare this model with some other traditional
queueing systems from a variety of perspectives. The results
show that the queue model performs better in terms of AoI
compared to the traditional queue model.

Fig. 1. the two-sources, single buffer and LCFS-S system (TSLS-Q system)

B. Related Work

If packet management is performed in the queue, then it
will significantly reduce the AoI. This is what many research
groups are working on recently.

Regarding this paper, there are mainly two directions of
related work. One direction is to use SHS to analyze age,
and the other direction is different queue models and packet
management strategies. We therefore introduce related work
from these two directions. SHS are first modeled and analyzed
in [32]. The authors of [32] describe a model of SHS in
which transitions between discrete modes are triggered by
random events. The analysis of AoI increasingly made use of
SHS [20]–[23] [33]–[38]. [20] proposes a new simple method
for computing AoI based on SHS. By applying SHS, [21]
first studied systems with one source and n servers and then
extended the results to systems with m sources and n servers.
In [37], the M/M/c* preemptive parallel server system was
analyzed using SHS. The authors of [22] investigate three
source-aware packet management strategies. Policy 1 has a
queue length of 2 and a preemption method of LCFS-W. Policy
2 has a queue length of 1 and a preemption method of LCFS-
W. Policy 3 has a queue length of 1 and a preemption method
of LCFS-S. The authors of [23] consider AoI for the case
where the queue length is 0. The authors of [39] derive a first
order linear differential equation for the moment generating
function (MGF) based on the SHS. The authors of [36] solve
for the AoI of each node in the LCFS server of a multi-hop
network. The authors of [38] correct some of the errors of
the previous SHS-based analysis of AoI and assesses them
numerically with minimal error.

Although a large number of queueing systems have been
proposed, including M/M/1 [3], M/D/1 [3], M/M/1/1 [6],
M/M/1/2* [6], PH/PH/1/1 [40] and M/PH/1/2 [40], M/G/1/1
[10], M/M/c* [37] and so on. But we think there are still new
queueing systems worth exploring.

C. Organization

The paper is organized as follows. In Sections II, We
introduce the basic definition of AoI and some other related
concepts, and list some simple models of AoI. The SHS for
AoI analysis is introduced in Section III and In Section IV
we calculate the AoI of the TSLS-Q system. In Section V
we derive our conclusions to the AoI of the NSLS-Q system
by using the AoI formula of the TSLS-Q system. In Section
VI We have done some numerical experiments. Finally, We
conclude the paper and pointe out the direction of future
research in Section VII.

II. PRELIMINARIES

In order to better understand this paper, in this section,
we introduce some basic definitions related to AoI: state age,
age of information, peak age, and change of age with server
utilization.

The basic notations used in the system model are listed in
TABLE I.

A. Status Age And Average Age

We derive the average state update age for a system whose
sources update the state of monitors by sending a steady
stream of packets to the queue. We assume that it starts
at time t = 0. The sending time of each data packet is
respectively t1, t2, t3, ..., tn. The arrival time of each data
packet is t1

′, t2
′, t3

′, ..., tn
′ respectively.

For each data packet, we record a timestamp, the symbol is
u, indicating the time when the data packet was generated.
status age is defined as the elapsed time since the latest
data available at the destination was generated by the source,
denoted as ∆(t) = t − u (t) [3]. The status age changes as
shown in the Fig. 20. We can see from the figure that the
age of information changes as a jagged curve over time. The
message age increases linearly when no new packets arrive.
When the next packet arrives, the message age is reset to a
new, smaller value.

In addition, another concept arose naturally: age of infor-
mation.over an interval (0, T ), the average age (also known as
AoI) is

∆T =
1

T

∫ T

0

∆(t) dt. (1)

What’s more: AoI is for the target node, not in units of
packets. Instead, delays are for individual packets. So Fig. 20
is a graph for a certain target node.

When T →∝, we assume that the limit of ∆T exists and
is not infinite, then the average age will converge to a value.
So the average status update age can be obtained as [3].

∆ = lim
T→∝

∆T = λ
(
E [XT ] + E

[
X2/2

])
, (2)
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TABLE I
EXPLANATIONS OF BASIC NOTATIONS

Symbol Explanation

ti The time when the i-th packet was sent

ti
′ The arrival time of the i-th packet

u Timestamp of when the packet record was generated

∆(t) status age at time t

∆T the average age (also known as AoI)

∆ The average status update age

Xk

the difference between the sending time of the k-th

packet and the sending time of the k-1-th packet,

recorded as Xk = tk − tk−1

Tk

the difference between the arrival time of the k-th

packet and the sending time,

recorded as Tk = tk
′ − tk

Ak k-th peak age

Qk k-th area

λ arrival rate of status update packets

λi arrival rate of status update packets of source i

µ service rate

ρ load,and the expression is ρ = λ
µ

q(t)
a continuous-time finite-state Markov chain that

describes the occupancy of the system

x(t)
a continuous process that describes the change of

age-related processes at the sink

v (t)
the correlation between the continuous variable

x(t) and the state q(t)

πql the probability that the Markov chain is in state ql

Fig. 2. Age of information

where Xk is the difference between the sending time of the
k-th packet and the sending time of the k-1-th packet, and Tk

is the difference between the arrival time of the k-th packet
and the sending time. The expression is

Xk = tk − tk−1, (3)

Tk = tk
′ − tk, (4)

So when can the system obtain the minimum age? For
the FCFS systems, the minimum age is achieved when the
previous packet is just completed and the next packet is sent
just in time.That is ti = t′i−1. In this case, each packet has no
waiting time and is served as soon as it arrives.

From [4] [5], We have obtained through experiments that
average age ∆ first decreases and then increases with the
change of load ρ. For example, for the M/M/1 queueing
system, when ρ∗=0.53, ∆ reaches the minimum value. In the
M/M/1 queueing system, when the load ρ is less than ρ∗=0.53,
∆ decreases as the load increases. When the load ρ is greater
than ρ∗=0.53, ∆ increases with the load. We will introduce
these changes in detail in section II-C.

B. Peak Age

Due to the complexity of calculating the average age,
previous studies usually used the peak age of information
(PAoI) instead of the average age. From [41], the age of
information is proposed, which is represented by the symbol
Ak. Peak age can represent the worst-case scenario for age.
And compared with the average age, the peak age does not
require complex calculations such as integrals, making the
analysis more convenient. For the k-th data packet, its peak
age can be obtained by the following formula:

Ak = Xk + Tk. (5)

We further introduced the average peak age. The average
peak age is defined as:

E [Ak] =
1

k

K∑
k=1

Ak

=
1

k

K∑
k=1

(Xk + Tk)

= E [Xk] + E [Tk] .

(6)

[41] studied the average of a new metric called peak age.
And from [41], We got the average peak age of M/M/1/1 queue
and M/M/1/2* model, respectively as follows.

1) The average peak age of the M/M/1/1 queue is as
follows

E [Ak] =
1

λ
+

2

µ
. (7)

2) The average peak age of the M/M/1/2* model is as
follows

E [Ak] =
1

λ
+

2

µ
+

1

λ+ µ
+

λ2µ

(λ+ µ)
2
(λ2 + λµ+ µ2)

, (8)

where λ is the arrival rate of status update packets, and µ is
the service rate. What’s more, we propose the load, symbolized
as ρ , and the expression is ρ = λ

µ .
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TABLE II
AGE OF DIFFERENT QUEUEING SYSTEMS

queueing systems ∆ (The average status update age)

M/M/1 ∆ = 1
µ

(
1 + 1

ρ
+ ρ2

1−ρ

)
M/D/1 ∆ = 1

µ

(
1

2(1−ρ)
+ 1

2
+

(1−ρ)exp(ρ)
ρ

)
D/M/1 ∆ = 1

µ

(
1
2ρ

+ 1
1−β

)
M/M/1* ∆ = 1

µ

(
1 + 1

ρ

)
M/M/1/1 ∆ = 1

λ
+ 2

µ
− 1

λ+µ

M/M/1/2 ∆ = 1
λ
+ 3

µ
− 2(λ+µ)

λ2+λµ+µ2

M/M/1/2* ∆ = 1
λ
+ 2

µ
+ λ

(λ+µ)2
+ 1

λ+µ
− 2(λ+µ)

λ2+λµ+µ2

M/D/1* ∆ = 1
µ

exp(ρ)
ρ

D/M/1* ∆ = 1
µ

(
1 + 1

2ρ

)

M/M/c*
∆ = 1

µ

[
1
c

∏c−1
i=1

ρ
i+ρ

+ 1
ρ

]
+ 1

µ

[
1
ρ

∑c−1
l=1

∏l
i=1

ρ
i+ρ

]
... ...

C. Change Of Age With Server Utilization

After the concept of age of information was introduced,
numerous studies started to explore the variation of AoI for
different queuing systems. From [3], the AoI of M/M/1, M/D/1
and D/M/1 were investigated. [4] [5] verified the conclusion
of [3] by experiments. AoI of M/M/1* was analysed in [6],
where * represents allowing new arriving packets to preempt
updates in the service. [6] further derives formulas for AoI
of M/M/1/1, M/M/1/2, and M/M/1/2*, and also proposes a
new metric called peak age. For some more complex models,
[40] built models to study PH/PH/1/1 and M/PH/1/2. In [9],
we see the AoI of M/D/1* and D/M/1*. In [37], the M/M/c*
preemptive parallel server system was analyzed using SHS.

1) Single Source and Single Server
For a system that has a source updating a monitor through a

first-come-first-served single server packet queue, The ages of
several different queueing systems are shown in the TABLE
II.

In TABLE II, we list the formulas for AoI for the different
queueing systems. We can then derive these formulas. The
point where the derivative is equal to 0 is the point at which
AoI obtains its minimum value. For example, for M/M/1
queueing system, the solution is ρ∗ = 0.53. For D/M/1
queueing system, ρ∗ = 0.515.

From [4] [5], we experimentally conclude that AoI de-
creases and then rises as the change in load ρ increases. For
example, for the M/M/1 queueing system, the AoI reaches
a minimum at ρ∗ = 0.53. In the M/M/1 queueing system

when the load ρ is less than ρ∗ = 0.53, the AoI decreases
as the load increases. At loads greater than ρ∗ = 0.53, AoI
increases with increasing load. This is not difficult to explain.
Because the queue is usually empty before ρ∗, arriving packets
can be served immediately. As the load increases, packets are
sent at a faster rate and updated more quickly, helping to
reduce message age. With queued packets in the queue after
ρ∗, arriving packets are not served immediately and need to be
queued, causing the information age to increase due to waiting
in the queue.

2) Single Source and Multiple Servers
In [21],The average age of information at the monitor for

single- source n-server network where each server has a LCFS
queue is:

∆ =
1

µ

 1

nρ

n−1∑
j=1

j∏
i=1

ρ (n− i+ 1)

i+ (n− i) ρ
+

1

nρ
+

1

n2

n−1∏
i=1

ρ (n− i+ 1)

i+ (n− i) ρ

 .

(9)
3) Multiple Sources and Single Server

After studying single source systems, numerous studies
[20]–[27] began to study multi-source systems. We build a
system with N sources and a monitor, which using M/M/1
queue systems. Each source i offers update packets as a rate
λi. The service rate is µ for all packets. So the load for each
source is: ρi = λi

µ . The total load is:

ρ =

N∑
i=1

ρi =

N∑
i=1

λi

µ
. (10)

[20] [22] [24] studied the age of information of different
services in the system of N sources and one monitor. These
different services and the corresponding age of information of
the i-th source are as follows:

FCFS: first come first served.

∆i =
1

µ

[
ρ2i (1− ρρ−i)

(1− ρ) (1− ρ−i)
3 +

1

1− ρ−i
+

1

ρi

]
. (11)

LCFS-S: last come first served, and a new update packet
preempts any update packet currently in service. (it permit
preemption in both service and waiting)

∆i =
1

µ
(1 + ρ)

1

ρi
. (12)

LCFS-W: last come first served, and a new packet replaces
any older packet waiting in the queue (but it does not permit
preemption in service)

∆i =
1

µ

[
αW (ρ) +

(
1 +

ρ2

1 + ρ

)
1

ρi

]
, (13)

where

αW (ρ) =

(
1 + ρ+ ρ2

)2
+ 2ρ3

(1 + ρ+ ρ2) (1 + ρ)
2 . (14)

III. INTRODUCTION TO STOCHASTIC HYBRID SYSTEMS

We use the Stochastic Hybrid Systems (SHS) [32] [33] [34]
for AoI analysis in this paper, so in this section we give a brief
introduction to the system. We refer to [20] [21] and apply the
method first proposed in [20] to calculate AoI.
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A SHS is defined by a stochastic differential equation (SDE)
in [32].

ẋ = f (q, x, t) + g (q, x, t) ṅ,

f : Q× Rn × [0,∝) → Rn

g : Q× Rn × [0,∝) → Rn×k

where q : [0,∝) → Q represents the discrete state of a
sequence of jumping processes, x : [0,∝) → Rn represents
the continuous state of the change of age of information. In this
paper, R represents the set of real numbers, and N represents
the set of non-negative integers.

The SHS consists of discrete states qt and continuous states
xt, denoted as state pairs (qt, xt). We model the queuing
system with the state pair (qt, xt). More details about the SHS
can be seen in [20] [21].

x(t) is a continuous variable representing the time at which
the state of a different monitor or queue is updated at mo-
ment t. x(t) describes the continuous evolution of age of
information for a series of age-related processes. Continuous-
time continuous state x (t) =

[
x0 (t) x1 (t) ... xn (t)

]
is

the stochastic process for AoI. With this definition, we have
x0 ≤ x1 ≤ ... ≤ xn, for any time. When there are no state
jumps, all x(t) grows linearly at a unit rate. q(t) is a discrete
quantity, representing different states. q(t) is a continuous-
time finite-state Markov chain that describes the occupancy
of a service facility. The set of all states is noted as Q, and
Q =

[
q0 q1 ... qn

]
. Looking at the graph, for example in

Fig.3, q represents each node.
A transition will be generated when a packet arrives or

leaves. That is, a change between different states q. We will
denote the transition as λ(l). For a system with two sources,
the range of values of λ(l) is: λ(l) ∈ {λ1, λ2, µ}, where
λ1 and λ2 are the arrival rates of status update packets for
source 1 and source 2 respectively, µ is the service rate for
all packets. The arrival times are exponentially distributed
according to the M/M/1 model. We record the state transitions
of the Markov chain as a triplet:

(
q1, q2, λ

(l)
)
. In addition, self-

to-self transitions are possible. For each state q, Lq̄ and L′
q̄

are the respective sets of incoming and outgoing transitions.
Lq̄ denotes the set of all possible states that can leap to state
q. L′

q̄ denotes the set of possible states to which state q can
leap. As shown in the equation below:

Lq̄ = {l ∈ L : ql = q} , q ∈ Q.

L′
q̄ = {l ∈ L : q′l = q} , q ∈ Q.

For each transition l, there is a mapping of transitions that
makes x(t) produce a jump. When the state is transitioned
from q to q′, x becomes x′. The transition maps are Al ∈
{0, 1}(n+1)∗(n+1).

x′ = xAl. (15)

What’s more, the continuous state x evolves into a piecewise
linear function via a differential equation ẋ= ∂x(t)

∂t = bq ,
where bq =

[
bq0 bq1 ... bqn

]
, q̄ ∈ Q. If the age process

xj(t) increases at a unit rate, we have bqj = 1; otherwise ,
bqj = 0.

We then introduced v (t) =
[
v0 (t) v1 (t) ... vn (t)

]
to

represent the correlation between the continuous variable x(t)
and the state q(t).

vq (t) =
[
vq0 (t) vq1 (t) ... vqn(t)

]
, q̄ ∈ Q. (16)

πql denotes the probability that the Markov chain is in
state ql. So the probability vector of the state is π (t) =[
π0 (t) π1 (t) ... πn (t)

]
. And the probability sum of all

π is 1.
πql (t) = P [q (t) = ql] .∑

q∈Q

πq = 1. (17)

Lemma 1: From [20]. Our analysis of age of information
assumes that Markov chains are traversable. Otherwise, ana-
lyzing the average age of information is pointless. Under this
assumption, for a piecewise linear SHS with linear reset maps,
π (t) =

[
π0 (t) π1 (t) ... πn (t)

]
always converges to a

unique stationary probability vector π̄ =
[
π̄0̄ π̄1̄ ... π̄n̄

]
.

π̄ satisfies: ∑
q∈Q

π̄q̄ = 1,

π̄q̄

∑
l∈Lq̄

λ(l) =
∑
l∈L′

q̄

λ(l)π̄q̄l, q̄ ∈ Q. (18)

Lemma 2: From [ [20], Theorem 4 ]. If the discrete-state
Markov chain q (t) is ergodic with stationary distribution π
and we can find a non-negative solution v̄ =

[
v̄0 ... v̄m

]
such that

v̄q̄

∑
l∈Lq̄

λ(l) = bq̄π̄q̄ +
∑
l∈L′

q̄

λ(l)v̄qlAl, q̄ ∈ Q, (19)

then the average age of the AoI SHS is given by

∆ =
∑
q∈Q

v̄q0 (20)

Eq.(20) is the formula for solving the age of information,
so we only need to obtain the v̄q̄ corresponding to different q
to obtain the age of information. And we can solve for v̄q̄ by
Eq.(19).

IV. AOI ANALYSIS OF THE TSLS-Q SYSTEM

In this section, we use the SHS technique to calculate the
age of information for TSLS-Q System. According to Eq.(20)
introduced in section III, we only need to calculate v̄q0,∀q ∈
Q. We can calculate v̄q0,∀q ∈ Q by using Eq.(19). So we
need to first calculate the π and v̄qlAl needed in Eq.(19).

This section will be divided into three subsections, A: we
will perform the calculation of πq and bq; B: we will perform
the derivation of v̄qlAl; C: we will perform the calculation of
AoI based on the results of the first two sections.

q(t) is a continuous-time finite-state Markov chain that
describes the occupancy of a service facility. In Strategy 1,
our state update system has a buffer queue length of 1. The
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Fig. 3. The SHS Markov chain for TSLS-Q System

TABLE III
THE STATE SPACE OF THE MARKOV CHAIN

State

Source index of

the packet in

the server

Source index of

the packet in

the queue

Server

0 - - I

1 1 - B

2 2 - B

3 1 1 B

4 1 2 B

5 2 1 B

6 2 2 B

state space of the Markov chain is Q = {0, 1, 2, 3, 4, 5, 6}.
The meaning of each state is shown in the TABLE III. The
SHS Markov chain for updates of source 1 is shown in the
Fig.3.

The meanings of the various states of the Markov chain are
as follows. q = 0 means that the system is idle (denoted by
I). q = 1 means that the server is busy (indicated by B) and
the queue is empty, and the packet in service is from source
1. q = 2 means the server is busy but the queue is empty, and
the packet in service is from source 2. q = 3, q = 4, q = 5,
q = 6, all indicate that the server is busy and the queue is
busy. q = 3, indicates that the data packet in the service and
the data packet in the queue all come from source 1. q = 6,
indicates that the data packet in the service and the data packet
in the queue all come from source 2. q = 4, indicates that the
data packet in the service comes from source 1, and the data
packet in the queue comes from source 2. q = 5, indicates
that the data packet in the service comes from source 2, and
the data packet in the queue comes from source 1. We present
the above in TABLE III.

x (t) =
[
x0 (t) x1 (t) ... xn (t)

]
describes the con-

tinuous evolution of age of information for a series of age-
related processes. x (t) enables tracking of the age of source
1 updates at the monitor. Our continuous state vector is

x (t) =
[
x0 (t) x1 (t) x2 (t)

]
is the current age at the

monitor of source 1 at time instant t, namely ∆1 (t); x1 (t) is
what ∆1 (t) will become if the in-service packet is delivered
to the monitor at time t; x2 (t) is what ∆1 (t) will become if
the first packet in the queue is delivered to the receiver at time
t.

Then, how does x (t) =
[
x0 (t) x1 (t) x2 (t)

]
change?

When no new data packet arrives and no new data packet
leaves, that is, when the state Q does not change, x0 (t),
x1 (t), and x2 (t) all increase linearly with time at a unit
rate. We only target source 1 for research, and the same goes
for source 2. Therefore, in the following, when we refer to
age of information, we refer to the age of information of
source 1 unless otherwise specified. For source 1, when a new
packet from source 1 arrives at the monitor, x0 (t) is reset to
a new smaller value related to the newly arrived packet at the
monitor, x0 (t) = x1 (t); When a new packet from source 1
enters the server, x1 (t) is reset to 0, x1 (t) = 0; when a new
packet from source 1 enters the queue, x2 (t) is reset to 0,
x2 (t) = 0. At the same time, for source 1, the arrival of data
packets from source 2 to the monitor will not affect the age
of information of source 1.

In the following, we will start calculating the AoI.

A. Calculate πq and bq

As long as the state q(t) does not change, x increases at a
unit rate. Therefore bq̄ =

[
1 1 1

]
.

We first introduce two matrices: D and Q. Since there are
seven states in the system, both D and Q are 7-row and 7-
column matrices. In the matrix D and Q, the i-th row of Q
represents the i-th state, and the i-th column also represents the
i-th state. D is a diagonal matrix, and the value of the diagonal
of row i in D is

∑
l∈Lī

λ(l). In the matrix Q, The value in
column j of row i represents the transition from state qi to qj .
For example, the value λ1 in row 0, column 1 represents the
transition from state 0 to state 1 through λ1. The matrices D
and Q are shown as follows.

D =



λ 0 0 0 0 0 0
0 λ+ µ 0 0 0 0 0
0 0 λ+ µ 0 0 0 0
0 0 0 λ1 + µ 0 0 0
0 0 0 0 λ1 + µ 0 0
0 0 0 0 0 λ1 + µ 0
0 0 0 0 0 0 λ1 + µ


(21)

Q =



0 λ1 λ2 0 0 0 0
µ 0 0 λ1 λ2 0 0
µ 0 0 0 0 λ1 λ2

0 µ 0 λ1 0 0 0
0 0 µ 0 λ1 0 0
0 µ 0 λ1 0 0 0
0 0 µ 0 λ1 0 0


(22)

There are seven states in this system, so probability vector
is π̄ =

[
π0 π1 π2 π3 π4 π5 π6

]
,

We introduced in Chapter III the Eq.(17) and Eq.(18). Using
Eq.(18), we can conclude that π̄ satisfies π̄D = π̄Q, And the
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probability sum of all π is 1,
∑6

i=0 πi = 1, Thus, we obtain
the following system of equations:{∑6

i=0 πi = 1

π̄D = π̄Q
(23)

Substituting Eq.(21) and Eq.(22) into Eq.(23), we get the
following system of equations:

π0 + π1 + π2 + π3 + π4 + π5 + π6 = 1

µ (π1 + π2) = λπ0

λ1 + µπ3 + µπ5 = π1 (λ+ µ)

λ2 + µπ4 + µπ6 = π2 (λ+ µ)

λ1 (π1 + π3 + π5) = π3 (λ1 + µ)

λ2π1 + λ1 (π4 + π6) = π4 (λ1 + µ)

λ1π2 = π5 (λ1 + µ)

λ2π2 = π6 (λ1 + µ)

(24)

By solving the above system of equations, we derive π̄. The
value of π̄ is as follows:

π̄ =
1

1 + ρ+ ρ2
κ, (25)

where

κ =
[
1 ρ1 ρ2 ρ21

ρ+1
ρ1+1 ρ1ρ2

ρ+1
ρ1+1

ρ1ρ2

ρ1+1
ρ2
2

ρ1+1 .
]

(26)

B. Calculate v̄qlAl

We record the state transitions of the Markov chain as a
triplet: (q1, q2, ω), where q1 and q2 represent two different
states of the Markov chain in the Fig.3, q1 ∈ {0, 1, 2, 3, 4, 5, 6}
q2 ∈ {0, 1, 2, 3, 4, 5, 6}; ω represents the arrival or departure
rate of packets from various sources, ω ∈ {λ1, λ1, µ}. For
example, (0, 1, λ1) indicates that a packet from source 1 enters
the server at rate λ1, and jumps from the state 0 to the state
1.

We summarise transitions for the Markov chain in TABLE
IV. The specific derivations of TABLE IV are shown as
follows:

1) l = 1 , (0, 1, λ1):
The original state of the system is 0. At this point

packet from source 1 arrives at the empty system and
the state jumps to 1. Since no packets are leaving,
x0

′ = x0. Newly arrived packet enters the server, so
x1

′ = 0. The queue is still empty, so x2
′ = x2. So we

get x′ =
[
x0 0 x2

]
.

2) l = 2 , (0, 2, λ2) :
This transition is similar to l = 1, so x0

′ = x0 and
x2

′ = x2. But the difference is that the packet arriving
is from source 2. The newly arrived packet enters the
server, but the packet is from source 2 and has nothing
to do with the AoI from source 1, so x1

′ = x0. So we
get x′ =

[
x0 x0 x2

]
.

3) l = 3 , (1, 0, µ) :
The original state before the transition is 1. At this

point the packet from source 1 leaves the system and
the state leaps to 0. Since the packet from source 1
in the server leaves, x0

′ = x1. The other AoI do not
change, so x1

′ = x1 and x2
′ = x2. So we get x′ =[

x1 x1 x2

]
.

4) l = 4 , (2, 0, µ) :
At this point the packet from source 2 leaves the

system and the state jumps to 0. Since the packet from
source 2 in the server leaves, this process does not
affect the AoI of source 1 at all. So x0

′ = x1, x1
′ = x1

and x2
′ = x2. So we get x′ =

[
x0 x1 x2

]
.

5) l = 5 , (1, 3, λ1) :
The original state before the transition is 1, at which

point packet from source 1 arrives on the system. The
server is not empty and the queue is empty, so newly
arrived packet from source 1 enters the queue, so x2

′

is reset to 0, x2
′ = 0. So we get x′ =

[
x0 x1 0

]
.

6) l = 6 , (1, 4, λ2) :
The server is not empty and the queue is empty, so

newly arrived packet from source 2 enters the queue.
Packets from source 2 do not change the AoI of source
1. So we get x′ =

[
x0 x1 x1

]
.

7) l = 7 , (3, 1, µ) :
The original state before the transition is 3. At this

point the packets in both the server and the queue come
from source 1. Packet in the server leaves the system
and packet in the queue enters the server. So we get
x′ =

[
x1 x2 x2

]
.

8) l = 8 , (4, 2, µ) :
At this point the packet from source 1 in the

server leaves the system and the packet from source
2 in the queue goes to the server. So we get x′ =[
x1 x1 x2

]
.

9) l = 9 , (3, 3, λ1) :
The original state before the transition is 3, at which

point the packet from source 1 arrives at the system.
Since the system is already full, the newly arrived
packet from source 1 preempts the packet from source
1 in the service. So x1

′ is reset to 0, x1
′ = 0. The

packet in the queue is unaffected, so x2
′ = x2. So we

get x′ =
[
x0 0 x2

]
.

10) l = 10 , (4, 4, λ1) :
This transition is similar to l = 9. The newly arrived

packet from source 1 preempts the packet from source
1 in the service, so x1

′ is reset to 0. The queue is
for packet from source 2, which do not affect the
AoI of source 1, so x2

′ = x1
′ = 0. So we get

x′ =
[
x0 0 0

]
.

11) l = 11 , (2, 5, λ1) :
The original state before the transition is 2, at which

point packet from source 1 arrives on the system. The
server is not empty and the queue is empty, so newly
arrived packet from source 1 enters the queue, so x2

′

is reset to 0, x2
′ = 0. So we get x′ =

[
x0 x0 0

]
.
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TABLE IV
TABLE OF TRANSITIONS FOR THE CHAIN IN FIG.3.

l q1 → q2 λ (q1, q2, ω) xAl Al v̄qlAl

1 0 → 1 λ1 (0, 1, λ1)
[
x0 0 x2

] 1 0 0

0 0 0

0 0 1

 [
v̄00 0 v̄02

]

2 0 → 2 λ2 (0, 2, λ1) [x0 x0 x2]

1 1 0

0 0 0

0 0 1

 [
v̄00 v̄00 v̄02

]

3 1 → 0 µ (1, 0, µ) [x1 x1 x2]

0 0 0

1 1 0

0 0 1

 [
v̄11 v̄11 v̄12

]

4 2 → 0 µ (2, 0, µ) [x0 x1 x2]

1 0 0

0 1 0

0 0 1

 [
v̄20 v̄21 v̄22

]

5 1 → 3 λ1 (1, 3, λ1)
[
x0 x1 0

] 1 0 0

0 1 0

0 0 0

 [
v̄10 v̄11 0

]

6 1 → 4 λ2 (1, 4, λ2) [x0 x1 x1]

1 0 0

0 1 1

0 0 0

 [
v̄10 v̄11 v̄11

]

7 3 → 1 µ (3, 1, µ) [x1 x2 x2]

0 0 0

1 0 0

0 1 1

 [
v̄31 v̄32 v̄32

]

8 4 → 2 µ (4, 2, µ) [x1 x1 x2]

0 0 0

1 1 0

0 0 1

 [
v̄41 v̄41 v̄42

]

9 3 → 3 λ1 (3, 3, λ1)
[
x0 0 x2

] 1 0 0

0 0 0

0 0 1

 [
v̄30 0 v̄32

]

10 4 → 4 λ1 (4, 4, λ1)
[
x0 0 0

] 1 0 0

0 0 0

0 0 0

 [
v̄40 0 0

]

11 2 → 5 λ1 (2, 5, λ1)
[
x0 x0 0

] 1 1 0

0 0 0

0 0 0

 [
v̄20 v̄20 0

]

12 2 → 6 λ2 (2, 6, λ2) [x0 x0 x0]

1 1 1

0 0 0

0 0 0

 [
v̄20 v̄20 v̄20

]

13 5 → 1 µ (5, 1, µ) [x0 x2 x2]

1 0 0

0 0 0

0 1 1

 [
v̄50 v̄52 v̄52

]

14 6 → 2 µ (6, 2, µ) [x0 x0 x2]

1 1 0

0 0 0

0 0 1

 [
v̄60 v̄60 v̄62

]

15 5 → 3 λ1 (5, 3, λ1)
[
x0 0 x2

] 1 0 0

0 0 0

0 0 1

 [
v̄50 0 v̄52

]

16 6 → 4 λ1 (6, 4, λ1)
[
x0 0 0

] 1 0 0

0 0 0

0 0 0

 [
v̄60 0 0

]

12) l = 12 , (2, 6, λ2) :
The packet from source 2 arrives at the system at

this point. After the arrival of a new packet from
source 2, the packets in the server and queue come
from source 2, so x2

′ = x1
′ = x0

′ = x0. So we get
x′ =

[
x0 x0 x0

]
.

13) l = 13 , (5, 1, µ) :
The packet from source 2 in the server leaves the

system and the packet from source 1 in the queue goes
to the server. So we get x′ =

[
x0 x2 x2

]
.

14) l = 14 , (6, 2, µ) :

The packet from source 2 in the server leaves the
system and the packet from source 2 in the queue goes
to the server. So we get x′ =

[
x0 x0 x2

]
.

15) l = 15 , (5, 3, λ1) :

This transition is similar to l = 9, newly arrived
packet from source 1 preempts the packet from source
2 in the server. x1

′ is reset to 0. So we get x′ =[
x0 0 x2

]
.
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16) l = 16 , (6, 4, λ1) :
This transition is similar to l = 10, newly arrived

packet from source 1 preempts the packet from source
2 in the server. So we get x′ =

[
x0 0 0

]
.

Above for each of the sixteen transitions, we find the
corresponding x′. And from Eq.(15), we know x′ =[
x0 x1 x2

]
Al, so we can derive Al. We can then solve for

v̄qlAl by using v̄qlAl =
[
v̄q0 v̄q1 v̄q2

]
Al. Thus for each of

the sixteen transitions, we again get the corresponding v̄qlAl.
For example when l = 1, substituting x′ =

[
x0 0 x2

]
into Eq.(15), we get the value of A1:

A1 =


1 0 0

0 0 0

0 0 1

 (27)

so v̄0A1 =
[
v̄00 v̄01 v̄02

]
A1 =

[
v̄00 0 v̄02

]
.

C. Calculate AoI

In order to calculate AoI, we first calculate v̄qlAl by Eq.(19).
In the above, we have already found πq , bq and v̄qlAl. We
substitute these variables into the Eq.(19), so we arrive at the
system of equations: Eq.(28)

Using Eq.(28), we find the values of v̄00, v̄10, v̄20, v̄30, v̄40,
v̄50 and v̄60. Their values are as follows:

v̄00 = π0
ρ31 + ρ21ρ2 + 3ρ21 + 4ρ1ρ2 + 3ρ1 + ρ22 + ρ2 + 1

µρ1 (ρ21 + 2ρ1ρ2 + 2ρ1 + ρ22 + ρ2 + 1)
(29)

where,
π0 =

1

1 + ρ+ ρ2
.

v̄10 = π0
4ρ21 + 4ρ1ρ2 + 3ρ1 + ρ22 + ρ2 + 1

µ (ρ21 + 2ρ1ρ2 + 2ρ1 + ρ22 + ρ2 + 1)
. (30)

v̄20 = π0ρ2
4ρ21 + 4ρ1ρ2 + 3ρ1 + ρ22 + ρ2 + 1

µρ1 (ρ21 + 2ρ1ρ2 + 2ρ1 + ρ22 + ρ2 + 1)
. (31)

v̄30 = π0ρ2
ρ51 + 3ρ41ρ2 + 8ρ41 + 3ρ31ρ

2
2 + 17ρ31ρ2 + 17ρ31

µ (ρ1 + 1)
2
(ρ21 + 2ρ1ρ2 + 2ρ1 + ρ22 + ρ2 + 1)

+ π0ρ2
ρ21ρ

3
2 + 12ρ21ρ

2
2 + 25ρ21ρ2 + 15ρ21 + 3ρ1ρ

3
2

µ (ρ1 + 1)
2
(ρ21 + 2ρ1ρ2 + 2ρ1 + ρ22 + ρ2 + 1)

+ π0ρ2
10ρ1ρ

2
2 + 13ρ1ρ2 + 6ρ1 + ρ32 + 2ρ22 + ρ2 + 1

µ (ρ1 + 1)
2
(ρ21 + 2ρ1ρ2 + 2ρ1 + ρ22 + ρ2 + 1)

.

(32)

v̄40 = π0ρ
2
2

ρ51 + 3ρ41ρ2 + 8ρ41 + 3ρ31ρ
2
2 + 17ρ31ρ2 + 17ρ31

ρ1µ (ρ1 + 1)
2
(ρ21 + 2ρ1ρ2 + 2ρ1 + ρ22 + ρ2 + 1)

+ π0ρ
2
2

ρ21ρ
3
2 + 12ρ21ρ

2
2 + 25ρ21ρ2 + 15ρ21 + 3ρ1ρ

3
2

ρ1µ (ρ1 + 1)
2
(ρ21 + 2ρ1ρ2 + 2ρ1 + ρ22 + ρ2 + 1)

+ π0ρ
2
2

10ρ1ρ
2
2 + 13ρ1ρ2 + 6ρ1 + ρ32 + 2ρ22 + ρ2 + 1

ρ1µ (ρ1 + 1)
2
(ρ21 + 2ρ1ρ2 + 2ρ1 + ρ22 + ρ2 + 1)

.

(33)

v̄50 = π0ρ2
5ρ31 + 6ρ21ρ2 + 9ρ21 + 2ρ1ρ

2
2

µ (ρ1 + 1)
2
(ρ21 + 2ρ1ρ2 + 2ρ1 + ρ22 + ρ2 + 1)

+ π0ρ2
6ρ1ρ2 + 5ρ1 + ρ22 + ρ2 + 1

µ (ρ1 + 1)
2
(ρ21 + 2ρ1ρ2 + 2ρ1 + ρ22 + ρ2 + 1)

.

(34)

v̄60 = π0ρ
2
2

5ρ31 + 6ρ21ρ2 + 9ρ21 + 2ρ1ρ
2
2

ρ1µ (ρ1 + 1)
2
(ρ21 + 2ρ1ρ2 + 2ρ1 + ρ22 + ρ2 + 1)

+ π0ρ
2
2

6ρ1ρ2 + 5ρ1 + ρ22 + ρ2 + 1

ρ1µ (ρ1 + 1)
2
(ρ21 + 2ρ1ρ2 + 2ρ1 + ρ22 + ρ2 + 1)

.

(35)
After finding the values of v̄00, v̄01, v̄02, v̄03, v̄04, v̄05 and

v̄06, we substitute them into the Eq.(20) to find the value of
AoI without difficulty. The values of AoI for source 1 are as
follows:

∆1 =
∑
q∈Q

v̄q0

= v̄00 + v̄10 + v̄20 + v̄30 + v̄40 + v̄50 + v̄60

= π0
ρ51 + 4ρ41ρ2 + 6ρ41 + 6ρ31ρ

2
2 + 17ρ31ρ2 + 9ρ31

ρ1µ (ρ21 + 2ρ1ρ2 + 2ρ1 + ρ22 + ρ2 + 1)

+ π0
4ρ21ρ

3
2 + 17ρ21ρ

2
2 + 18ρ21ρ2 + 7ρ21 + ρ1ρ

4
2 + 7ρ1ρ

3
2

ρ1µ (ρ21 + 2ρ1ρ2 + 2ρ1 + ρ22 + ρ2 + 1)

+ π0
11ρ1ρ

2
2 + 10ρ1ρ2 + 4ρ1 + ρ42 + 2ρ32 + 3ρ22 + 2ρ2 + 1

ρ1µ (ρ21 + 2ρ1ρ2 + 2ρ1 + ρ22 + ρ2 + 1)
.

(36)
The above equation is the AoI of source 1 in this system.

Similarly, if we want to find the AoI of source 2, we simply
interchange ρ1 and ρ1 in the above equation.At the same time,
the following regularities can be observed: v̄20 = ρ2

ρ1
v̄10, v̄40 =

ρ2

ρ1
v̄30, v̄60 = ρ2

ρ1
v̄50. This is also not difficult to explain. In

Fig.3, nodes 1 and 2, nodes 3 and 4, and nodes 5 and 6, are
symmetrical.

V. AOI ANALYSIS OF THE NSLS-Q SYSTEM

In the section above, we solved for AoI of the TSLS-Q
system, which is two sources. We can extend this to N sources.
In this section, we discuss the AoI formulation of the NSLS-Q
system. The system is shown in Fig. 4. The total load of an
N-source system is:

ρ =

N∑
i=1

ρi. (37)

The updates of source i compete for the server against
the aggregate other-source updating load. The load of the
competing source of source i is:

ρ−i = ρ− ρi. (38)

Thus, we can consider a system of N sources as a two-
source system. The load of source 1 in the TSLS-Q system is
the load of source i, and the load of source 2 in the TSLS-Q
system is the sum of the loads of the other sources. That is,
ρ1 = ρi, ρ2 = ρ−i. We substitute ρ1 = ρi, ρ2 = ρ−i into the
Eq.36 to find the AoI of source i in NSLS-Q system.
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

[
v̄00 v̄01 v̄02

]
λ =

[
1 1 1

]
π0 + µ

[
v̄11 v̄11 v̄12

]
+ µ

[
v̄20 v̄21 v̄22

][
v̄10 v̄11 v̄12

]
(λ+ µ) =

[
1 1 1

]
π1 + λ1

[
v̄00 0 v̄02

]
+ µ

[
v̄31 v̄32 v̄32

]
+ µ

[
v̄50 v̄52 v̄52

][
v̄20 v̄21 v̄22

]
(λ+ µ) =

[
1 1 1

]
π2 + λ2

[
v̄00 v̄00 v̄02

]
+ µ

[
v̄41 v̄41 v̄42

]
+ µ

[
v̄60 v̄60 v̄62

][
v̄30 v̄31 v̄32

]
(λ1 + µ) =

[
1 1 1

]
π3 + λ1

[
v̄10 v̄11 0

]
+ λ1

[
v̄30 0 v̄32

]
+ λ1

[
v̄50 0 v̄52

][
v̄40 v̄41 v̄42

]
(λ1 + µ) =

[
1 1 1

]
π4 + λ2

[
v̄10 v̄11 v̄11

]
+ λ1

[
v̄40 0 0

]
+ λ1

[
v̄60 0 0

][
v̄50 v̄51 v̄52

]
(λ1 + µ) =

[
1 1 1

]
π5 + λ1

[
v̄20 v̄20 0

][
v̄60 v̄61 v̄62

]
(λ1 + µ) =

[
1 1 1

]
π6 + λ2

[
v̄20 v̄20 v̄20

]
(28)

Fig. 4. NSLS-Q System

VI. NUMERICAL RESULTS

In this section, we verify that our queueing system performs
better in terms of AoI with some numerical results.

The system we study in this paper is TSLS-Q system and
NSLS-Q system. The age of the information in the first source
of the TSLS-Q system is given in Eq.36. We compare TSLS-
Q system with the following queue model systems. We study
the age of information of other queueing systems for multi-
source systems in Section II. The age of information of the
ith source of the FCFS system is given in Eq.11. The age
of information of the ith source of the LCFS-W system is
given in Eq.13. The age of information of the ith source of
the LCFS-S system is given in Eq.12.

We first compare the relationship between the AoI of source
1 and the AoI of source 2 for different queueing systems. As
shown in Fig.5. For the convenience of our study, we set the
parameter µ = 1 and also set ρ = 1 or ρ = 2. In Fig.5,
we can find that the age of information of TSLS-Q system
is significantly lower than the age of information of the other
two queueing systems when ρ is equal. In addition, we can
find that for the same queueing system, the age of information
is smaller when ρ is larger.

Fig.6 presents comparisons of relationship between Sum
AoI (∆1 +∆2) and µ, where ρ1 = ρ2 = 0.5. We can observe
that the sum AoI of various models has been decreasing

Fig. 5. Relationship between AoI of source 1 and AoI of source 2 for different
models, where µ = 1

Fig. 6. Relationship between Sum AoI (∆1+∆2) and µ for different models,
where ρ1 = ρ2 = 0.5

continuously as the service rate (µ) increases. When µ is equal,
sum AoI of TSLS-Q system is always lower than the LCFS-W
system and LCFS-S system.

We then examined relationship between Sum AoI (∆1+∆2)
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Fig. 7. Relationship between Sum AoI (∆1 + ∆2) and ρ1 for different
models, where µ = 1 and ρ = 0.5

Fig. 8. Relationship between Sum AoI (∆1 + ∆2) and ρ1 for different
models, where µ = 1 and ρ = 1

and ρ1 for different models. In all cases, we all set the
parameter µ = 1. When we set ρ = 0.5, ρ = 1, ρ = 2, ρ = 6
respectively, the results are shown in Fig.7, Fig.8, Fig.9, and
Fig.10 respectively. By looking at Fig.7, Fig.8, Fig.9, and
Fig.10, we can conclude that the sum AoI (∆1+∆2) of TSLS-
Q system is smaller than LCFS-W system and LCFS-S system.
At the same time, we found that the sum AoI (∆1 + ∆2)
of various models decreases first and then increases as ρ1
changes.

VII. CONCLUSION AND FUTURE WORK

In this paper, we consider a multi-source single-server
single-monitor state update system. We first study the queueing
system for two sources, single buffer, non-source-aware, and
LCFS-S. We then extrapolated our conclusions to N sources.
We derive the age of information of TSLS-Q system and
NSLS-Q system using the stochastic hybrid system. And it
is shown by numerical results that the queueing system has a

Fig. 9. Relationship between Sum AoI (∆1 + ∆2) and ρ1 for different
models, where µ = 1 and ρ = 2

Fig. 10. Relationship between Sum AoI (∆1 + ∆2) and ρ1 for different
models, where µ = 1 and ρ = 6

smaller information age compared to some other conventional
queueing systems in the same case.

In this paper, the TSLS-Q system and the NSLS-Q system,
are both modeled in a multi-source and single-hop network,
i.e., only one hop between the sender and the server. In some
utilities, packets are forwarded to their destination through a
multi-hop queueing network. So in our future work. Our work
will be extended to multi-hop queuing networks. Further, our
network should be more complex, which includes wireless
access points, routers, base stations, wired networks, wireless
networks, and so on, as shown in Fig.11. And the model will
be applied to the actual complex network in the future. Also,
the research has a role in many currently popular areas. A
promising direction in edge computing is low latency edge
assistance applications. It is expected that updated deliveries
are computed in the cloud in a timely manner. AoI provides
the freshness of the individual packets to the system.
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Fig. 11. multihop queueing network
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